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Report Purpose 
The purpose of this document is to define the scientific objectives of the ACE mission 

and the geophysical parameters requirements (i.e., the cloud, aerosol and ocean-ecosystem 
properties that will be derived from ACE measurements) along with uncertainty targets.   The 
geophysical parameters in turn lead to sets of measurements requirements that will guide 
instrument design and mission formulation; these requirements within Science Traceability 
Matrices (STMs).  Mission architecture options to accommodate the identified instruments were 
developed and studied by the ACE Integrated Mission Design Team and are described in this 
report as well.   
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Executive Summary 
ACE is a multiple-sensor multiple-platform satellite mission that will observe the Earth at 

microwave, submillimeter, infrared, visible and ultraviolet wavelengths.   The mission builds 
upon experience gained from the current generation of Earth observing satellites and will extend-
in-time many key measurements from these systems.    It also incorporates several new sensors, 
specifically, a multiangle polarimetric imager, a high-spectral-resolution lidar and a dual-
wavelength Doppler cloud radar.  The additional measurements provided by these new sensors 
will enable determination of many cloud, aerosol and ocean-ecosystems properties which cannot 
be determined from current satellites or can be determined only poorly (with large uncertainties).  
Examples of these properties include vertical distributions of cloud and precipitation water 
content and particle size, as well as aerosol number concentration and single scattering albedo.    
Accurate determination of microphysical properties such as these is critical to furthering our 
understanding cloud-aerosol interactions that drive much of the uncertainty in our understanding 
of climate change.  

In addition to an expanded and improved set of geophysical parameters, another feature 
that distinguishes ACE from current satellite missions is a mission design that focuses on the 
fusion of data from multiple sensors at the outset.  In order to make significant advancements in 
the determination of many geophysical parameters, data from a combination of active 
instruments (radar and/or lidar) with passive measurements at multiple wavelengths is an integral 
aspect of ACE.   Thus, it will be critical to the success of the ACE mission that observations be 
archived using compatible data formats (e.g. using common geo-registration, granule sizes, file 
naming conventions, etc.) which minimize the difficultly in exploiting the measurement synergy 
from different sensors to derive geophysical parameters.  

The ACE mission also recognizes a prominent role for suborbital measurements (for 
example, measurements made from ground-based and aircraft instruments).  Suborbital 
measurements are critical for more than just validation.  Even with ACE improvements, some 
important cloud and aerosol properties cannot be determined well from space.    Thus, part of the 
design of the mission is to make observations that help determine the air-mass type (e.g., type of 
aerosols present) that can be used to infer information on those properties that are not (fully) 
derivable from the satellite observations. 
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Chapter 1. Aerosols 

1. Introduction 
As a component of Earth’s environmental system, aerosols affect and are affected by both 

natural processes and anthropogenic activity. Aerosols are liquid, solid, or mixed-phase particles 
suspended in the air, typically between about 0.01 and 10 micrometers in size.  They exhibit a 
wide range of light absorption and scattering properties, chemical compositions, shapes, 
atmospheric lifetimes, and spatial distributions. Major natural aerosol types include: desert dust; 
sea spray; biogenic sulfate, nitrate, and carbonaceous particles; wildfire smoke; and volcanic ash. 
Anthropogenic aerosols are derived primarily from domestic, industrial, and transportation-
related combustion, but can also result indirectly from land use change, such as draining water 
resources, over-grazing, construction, and agricultural burning. Aerosol species from multiple 
sources frequently coexist in space and time, so multimodal particle populations are common. 
Precipitation, turbulent mixing, and gravitational settling typically remove aerosols from the 
troposphere in about a week, often depositing them in remote areas where they can change the 
albedo of snow or ice or provide nutrients to terrestrial and oceanic ecosystems.   

Although many aerosols are locally or regionally generated, long-range transport makes 
significant contributions to their loading in many locations.  For example, African mineral dust 
aerosol appears seasonally in the skies of the Caribbean and Florida [Prospero, 1999], and Asian 
dust, pollution, and biomass burning aerosol is sometimes found in measureable quantities over 
the U.S. west coast [Jaffe et al., 1999; Jaffe et al., 2003], contributing to regional air quality 
standards violations in some cases.  Forest fire plumes from Canadian boreal fires transport 
aerosols and CO to North America [Wotawa and Trainer, 2000; Colarco et al., 2004] and Europe 
[Forster et al., 2001].  Transport pathways from some events can even circumnavigate the globe: 
Stohl et al. [2007] show an example of inter-hemispheric air pollution transport, circling from 
Asia across North America and on to Europe. Light-absorbing black carbon particles are carried 
to the Arctic from industrialized northern latitude locations, particularly from Europe [Stohl, 
2006], and from North American boreal forest fires [Stohl et al., 2006].  

Severe aerosol pollution events and even background exposure downwind of major 
pollution sources, are responsible for a range of chronic and acute respiratory ailments, causing 
an estimated 2 million premature deaths per year.  About half of this mortality occurs in 
developing countries [Cohen et al., 2005]; however, the average European loses 8.6 months of 
life expectancy due to fine particulate matter (so-called PM2.5—particles less than 2.5 
micrometers diameter) alone.  Although only a fraction of these deaths can be linked directly to 
air pollution, lifespan is shortened by about 10 years in cases where it is specifically identified as 
the cause.  In many cities the annual average total particulate matter (PM10) amount exceeds 70 
µg m-3; the World Health Organization in 2006 suggested a new particulate matter standard of 20 
µg m-3, which it is estimated will reduce air pollution related mortality by about 15% if fully 
implemented [http://www.who.int/mediacentre/news/releases/2006/pr52/en/index.html, 
http://www.unece.org/env/documents/2005/eb/wg1/EB.AIR.WG.1.2005.11.e.pdf]. 

Aerosols are known to directly alter the planet’s radiation budget, primarily by reflecting 
solar radiation back to space, which tends to cool the surface, other factors being equal.  Water-
soluble particles can serve as cloud condensation nuclei (CCN), and if introduced into CCN-poor 
clouds, can increase droplet number, cloud liquid water content, and cloud albedo, causing net 

http://www.who.int/mediacentre/news/releases/2006/pr52/en/index.html�
http://www.unece.org/env/documents/2005/eb/wg1/EB.AIR.WG.1.2005.11.e.pdf�
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cooling of the planet [e.g., Lohmann and Feichter, 2005]. Species such as fresh smoke and some 
mineral dust also absorb sunlight in situ, thereby heating the atmosphere locally, altering its 
stability structure, and—if the particles are embedded in cloud layers—possibly contributing to 
droplet evaporation.  For example, the Saharan Dust Layer, transported over the Atlantic Ocean, 
might suppress tropical storm development  [Dunion and Velden, 2004; Lau et al. 2007], and 
aerosol pollution from the Indian subcontinent, as well as smoke from Brazilian and Indonesian 
forest fires, can inhibit cloudiness [Koren et al., 2004]. 

To reproduce observed surface temperature changes over the past century, climate 
models must include changing anthropogenic contributions to the atmospheric aerosol load, as 
well as the cooling effects of major volcanic events. However, it is now becoming apparent that 
the effects of aerosols on regional climate can be significantly larger than is apparent in the usual 
global mean picture of climate change; for example, due to the sensitivity of mid- and high-
latitude climate to aerosol forcing [e.g., Shindell and Faluvegi, 2009]. In addition to the impact 
on surface and atmospheric temperature, modeling and measurements suggest that aerosols affect 
precipitation amount and distribution, at least in some regions, and might alter atmospheric 
circulation on larger scales as well. 

Appreciation of the likely aerosol environmental impacts has grown over the past forty 
years, as satellite and suborbital measuring capabilities advanced, and as modeling of aerosol 
lifecycles and aerosol effects improved. Today the sensors aboard the A-Train and Terra 
satellites are providing quantitative distributions of aerosol optical thickness in the horizontal, 
and backscattering in the vertical, as well as some information on aerosol absorption, size, and 
shape.  However, the accuracy is simply not sufficient for many climate- and health-related 
applications.  Current satellite sensors measure aerosol optical thickness to within approximately 
±0.05, which is not adequate to narrow the uncertainties in estimates of aerosol direct radiative 
forcing sufficiently for climate change simulations.  Estimates of daytime aerosol vertical 
distribution are noisy; requiring spatial averaging that severely degrades horizontal resolution.  
There are no direct satellite measurements of aerosol extinction profiles.  Other aerosol 
properties (absorption, size and shape) are difficult to measure in all situations from space with 
current instruments and are prone to large uncertainties. Determination of the composition and 
anthropogenic fraction of the aerosol load from space is mostly based on circumstantial evidence 
rather than direct measurement.  All aerosol retrievals from current space-based instruments 
degrade in the vicinity of clouds, resulting in large uncertainty in aerosol-cloud-precipitation 
process studies.  Finally, incomplete global coverage from some current instruments—
particularly in the vertical, where a single lidar curtain per orbit is our only measurement—limits 
synergy between instruments and confounds effective assimilation by global models. 

To provide the appropriate observational constraints on a new generation of aerosol 
lifecycle models, the next aerosol satellite mission needs to provide frequent horizontal and 
vertical distributions of aerosol amount and microphysical properties on a global basis, with 
resolution appropriate to constrain aerosol layer extent and better sensitivity to aerosol type than 
the EOS-era instruments. For example, the ACE instruments will update current capabilities in 
several areas, such as lidar and multi-angle stereo imaging, which have been used to characterize 
injection heights from aerosol source plumes.  Multi-angle, multi-spectral imaging from the 
ultraviolet to the near-infrared, with polarization sensitivity, at sub-kilometer pixel resolution and 
several-day global coverage, will improve upon current capabilities at mapping aerosol optical 
depth and aerosol type in terms of accuracy as well as the range of conditions under which such 
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information can be retrieved. Also, because the next generation of models will simulate aerosol 
mass, number and size distribution for multiple aerosol types and modes [Ghan and Schwartz, 
2007], aerosol characterization beyond aerosol optical depth is needed as a constraint. At present, 
producing such measurements at the required accuracy is achieved only by local or periodic in 
situ sampling.     

Quantitative assessment of regional and especially global aerosol impacts, let alone 
prediction of future scenarios with accuracy comparable to that for greenhouse gas scenarios, are 
goals yet to be achieved. To produce the needed combination of frequent, global, and detailed 
coverage to evaluate the current state, and to assess ongoing changes, the next aerosol science 
mission must aim to produce precise and accurate aerosol characterization. We must incorporate 
suborbital measurements as an essential part of the core mission, not just for calibration and 
validation of the satellite observations. Specifically, spacecraft mapping of aerosol optical depth 
and aerosol air mass type will have to be supplemented with suborbital measurements of particle 
microphysical and chemical detail unobtainable from space, to fill in the observational picture 
needed to adequately constrain the models.  Finally, the mission must work hand-in-hand across 
disciplines to assure that complementary measurements are made of clouds, of aerosols in the 
vicinity of clouds, and of the ocean surface that depict accurately the complex processes that 
occur at these interdisciplinary interfaces. 

2. Science Questions 
The ACE mission will attempt to answer science questions concerning aerosols under 

two major themes: 

Sources, Processes, Transport and Sinks (SPTS)  

Direct Aerosol Radiative Forcing (DARF) 

The first theme relates to the global aerosol budget, long-range transport, and air quality.  
The second theme includes the impact of aerosol radiative heating on cloud properties.  A third 
theme, Indirect Aerosol Radiative Forcing (IARF)—defined as the anthropogenic aerosol effect 
on cloud radiative properties through microphysics—will be addressed separately in Chapter 3.  

2.1. Sources, Processes, Transport and Sinks (SPTS) 
Two main science questions guide this theme: 

1. What are the key sources, sinks and transport paths of airborne sulfate, organic, black 
carbon, sea salt and mineral dust aerosol, and how do these affect local air quality? 

2. What is the impact of specific significant aerosol events (e.g., volcanic eruptions, wild 
fires, dust outbreaks, urban/industrial pollution) on the local, regional and global aerosol 
burden and air quality? 

These questions cover identifying specific aerosol source locations and quantifying their 
emissions in terms of mass, number concentration, size, composition, and injection height.  They 
also address the need to better understand the processes that control particle deposition, and to 
quantitatively determine the mass flux of nutrients to different ecosystems from the atmosphere.  
It is within these science questions that we address air quality issues, look for the magnitudes of 
international and intercontinental air pollution source/receptor relationships, the partitioning of 
locally-measured particles into local and transported sources, and relate aerosol optical depth to 
particulate matter (PM) measured at the surface by in situ instruments.  Underlying these 
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questions at all points is the need to partition aerosol sources, transport and sinks into 
anthropogenic and natural components. 

2.2. Direct Aerosol Radiative Forcing (DARF) 
DARF is defined as the mean radiative flux perturbation due to the anthropogenic 

component of present-day aerosols (in units of Wm-2).   Two main science questions guide this 
theme as well: 

3. What is the direct aerosol radiative forcing (DARF) at the top-of-atmosphere, within-
atmosphere and at the surface?  

4. What is the aerosol radiative heating of the atmosphere due to absorbing aerosols, and 
how will this heating affect cloud development and precipitation processes? 

We ask questions that go beyond the work and figures of the IPCC report to expand 
DARF into a full 3-dimensional rendering of the aerosol radiative effects in the atmosphere.  
These questions cover the aerosol effect on surface evaporation and tie into the hydrological 
cycle, and they include measurement-based calculations of vertical profiles of radiative heating 
by aerosols that will affect clouds, weather and large-scale circulations.  

3. Objectives 
The primary ACE mission objectives in terms of aerosol sources, processes, transport and 

sinks (SPTS) are to: 

1. Provide a quantitative, measurement-based estimate of aerosol source, sink and transport 
characteristics. 

2. Estimate the aerosol contribution to the fertilization of land- and ocean-based ecosystems. 
3. Characterize particulate matter (PM) concentrations on the ground from satellite 

observations. 
4. Characterize and quantify major aerosol events, and estimate the contribution of these 

events to the total aerosol burden of the atmosphere. 

The primary ACE mission objectives in terms of direct aerosol radiative forcing (DARF) 
are to: 

5. Provide a firmer basis for measurement-based estimates of global and regional DARF at 
the top of atmosphere and its uncertainties by confronting issues not properly addressed 
by observations in the past (Appendix B). 

6. Provide the first ever measurement-based estimate of the global direct aerosol radiative 
forcing at the bottom of the atmosphere to within ± 1 Wm-2, equivalent to estimating the 
global evaporation rate at the surface of ± 1 mm/month (~ 1% of global rates) (Appendix 
B). 

7. Provide vertically resolved, measurement-based estimates of the aerosol radiative heating 
of the atmosphere at an accuracy of ± 0.25 oK/day for 1.5 km layers (Appendix C). 

4. Approach 

4.1. Sources, Processes, Transport and Sinks (SPTS) 
The approach to determining aerosol source, sink and transport properties will require a 

synthesis between observations and global transport models.  Today, global aerosol chemical 
transport models are able to match the global mean aerosol optical depth (AOD) observed by 
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satellites to within the uncertainties of the satellite products.  However, regional and seasonal 
distributions are less certain, and attribution of aerosol optical depth into chemical species varies 
widely between models, meaning models could be getting the right answer for the wrong reasons 
[Kinne et al., 2006]. Even when different models are run with identical sources as input, the 
resulting distribution of aerosol concentrations can be quite different [Textor et al., 2007].  This 
indicates that model chemical evolution, microphysics, transport and deposition processes are as 
uncertain as source strength and location. Because the next generation of models will simulate 
aerosol mass, number and size distribution for multiple aerosol types and modes [Ghan and 
Schwartz, 2007], aerosol characterization beyond aerosol optical depth is needed as a constraint.  
The ACE approach will be to constrain model assumptions with measurement-based estimates of 
aerosol source strength and location, vertical distribution, and the spatial and temporal 
distribution of AOD, mass, number and size distribution, partitioned by aerosol type.   

A complication is the need to translate the model’s primary variables—aerosol mass, 
number concentration, and size distribution—into the aerosol parameters retrieved by satellite 
sensors: aerosol optical depth and, to some extent, aerosol intensive optical properties.  In 
making the translation from models to remote-sensing measurements, particle optical properties 
such as morphology and refractive index must be assumed.  As suggested above, there is a wide 
range of particle property assumptions used by the different modeling groups.  The models may 
be in agreement in their representation of AOD, but have widely varying distributions of 
composition, shape and refractive index, again producing the correct results for different reasons.  
The ACE approach will be to characterize particle microphysical properties to the extent 
possible from space, carefully integrated with the detail obtained from suborbital measurements 
in a variety of conditions. 

Quantifying source locations and emissions can be approached via inverse techniques 
[Dubovik et al., 2008], through seasonal mapping of heavy aerosol loading [e.g., Prospero et al., 
2002], or identification of point sources with spatial classification schemes [Koren et al., 2003].  
Identifying injection height of aerosol plumes is as important as identifying the ground location, 
and can be accomplished by various methods including lidar, height mapping from stereo 
imaging [Kahn et al., 2008], and well-constrained aerosol retrievals in the UV part of the 
spectrum [Satheesh et al., 2009]. 

Measurement-based estimates of aerosol transport flux require information about both 
aerosols and winds at transport height.   Microphysical properties, preferably vertically resolved, 
are required to translate retrieved AOD and aerosol type to mass, number concentration and size 
distribution, and to partition the transported aerosol into different aerosol components.  Aerosol 
height must be determined from lidar or UV techniques, as stereo height will not be reliable for 
diffuse regional haze. 

Measurement-model synthesis methods will be developed to determine deposition rates at 
various receptor locations.  From the measurement perspective, aerosol optical depth and particle 
optical and microphysical property retrievals will aid in determining whether the aerosols at 
receptor sites are natural or anthropogenic, and suggest whether the particles could contribute to 
fertilization of ecosystems or hazardous air quality. There is a need for model development to 
progress in parallel with the ACE mission algorithm creation.    

The ACE mission will identify major aerosol events, characterize the aerosol at these 
events, observe their transport, and accumulate statistics about their global and regional impacts.  
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Comparison with previous long-term records will identify interannual variability and trends of 
major aerosol activity such as biomass burning in different regions, volcanic eruptions, dust 
emissions and pollution episodes.  The statistics will put into perspective the relative role of 
large, highly publicized events versus more mundane, steady emissions into the atmosphere. 

4.2. Direct Aerosol Radiative Forcing (DARF) 
The IPCC 4th Assessment Report [Solomon et al., 2007] estimates the total (all-sky) 

DARF at the top-of-atmosphere as –0.5±0.4 W m–2. Quantitative improvement in the accuracy of 
this estimate will increase confidence in the sensitivity of the climate system to forcing by 
greenhouse gases. ACE is designed to provide a firm foundation to the IPCC estimate and its 
uncertainty. Furthermore, the top-of-atmosphere value alone is insufficient to determine aerosol 
forcing at the surface and within the atmosphere, the former affecting surface processes such as 
photosynthesis and evapotranspiration and the latter being especially critical to understanding 
how atmospheric heating by absorbing aerosols affects cloud development, atmospheric 
circulation and precipitation patterns. Thus, the novel contribution of ACE in this area is to 
provide a global estimate of the bottom-of-atmosphere and within-atmosphere DARF with 
uncertainties commensurate with the IPCC top-of-atmosphere value. The ACE strategy is to 
produce a comprehensive data set of three-dimensional aerosol properties as a function of time 
and location that will constrain estimates made by global models. Such models, guided by 
available observations, are the most practicable means of computing global annually averaged 
DARF within the atmosphere and at the top and bottom boundaries [Haywood and Boucher, 
2000] and for ascribing the results to particular aerosol types. Achieving radiative closure 
mandates an integrated strategy in which upwelling top-of-atmosphere and down welling 
bottom-of-atmosphere radiation fields are routinely observed by satellite and surface sensors, 
respectively, as outlined in the PARAGON concept [Diner et al., 2004]. 

The first step is to develop a comprehensive measurement-based description of global 
tropospheric aerosol amounts and physical/chemical/optical characteristics through the 
acquisition of data from multiple sources with complementary strengths and limitations [Kahn et 
al., 2004], including satellite-based sensors such as those on ACE. The second step is to 
synthesize these data, creating a comprehensive database of the 3-dimensional aerosol system.  
The third step is to use the synthesized dataset to constrain chemical transport models (CTM) 
[Ackerman et al., 2004]. The constrained models provide the basis for calculations of DARF and 
are key to identifying the portion of DARF that results from anthropogenic aerosols 

The relative accuracy of aerosol retrievals increases as the amount of aerosol loading 
increases, except for very high AOD situations. The ACE satellite component will be able to 
identify major and moderate events, quantify the optical depth of the aerosol in these events, 
constrain particle composition as to general type, determine the forcing at the top and bottom of 
the atmosphere, and quantify the amount of radiation absorbed in the atmospheric column.  In 
addition, the ACE satellite component will be able to determine the layer-resolved vertical 
distribution of the aerosol characteristics along a narrow swath.  These major and moderate 
aerosol events or habitually polluted regions are the driving forces of anthropogenic DARF and 
the main emphasis of the satellite component of ACE.  This combination, along with the ACE 
suborbital and modeling support will be the means by which global estimates of DARF at the top 
of atmosphere, at the surface and within the atmospheric column are achieved. 
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5. Requirements on Geophysical Parameters 
In general the geophysical parameter requirements needed to answer the science questions of Section 
2 and meet the objectives of Section 3 are similar for both science themes.  We need to characterize 
the optical and physical characteristics of the aerosol to specified accuracies, with a combination of 
satellite and suborbital measurements.  The requirements to answer the Direct Forcing questions are 
sufficient to answer the questions for Sources and Transport with a few qualifications that are 
included below. A detailed list of all parameter requirements and their links back to specific science 
questions in each theme are given in Appendix A. 
 

5.1. Geophysical parameters for direct aerosol radiative forcing 
The left-hand column of Table 1 lists aerosol parameters that are needed for a reliable 

quantification of the direct effect and its anthropogenic part [Hansen et al. 1995; Schwartz 2004; 
Mishchenko et al. 2004; CCSP 2009]. All these quantities must be known with moderate spatial 
resolution and for a wide range of wavelengths, from the near-UV to the short-wave IR, since 
this is where the aerosol radiative effect is most significant. The aerosol optical depth is usually a 
direct product of applying a retrieval algorithm to satellite measurements, whereas the single-
scattering albedo, the phase function, and the chemical composition can be determined or 
inferred provided that aerosol microphysical parameters such as the size distribution, spectral 
refractive index, and shape are retrieved. Retrievals from data measured by airborne 
instrumentation demonstrate that these parameters can be achieved with sufficient accuracy from 
remote sensing measurements. Confirmation that satellite measurements alone can provide the 
needed constraints has not been demonstrated.   

The right-hand column of Table 1 lists aerosol parameters required to calculate the 
needed aerosol characteristics: the spectral optical depth, the effective radius and effective 
variance of the size distribution, the real part of the spectral refractive index, the imaginary part 
of the spectral refractive index or, equivalently, the spectral single-scattering albedo, and shape. 
Since the aerosol population is typically multimodal in terms of particle size, morphology, 
composition, and optical thickness, all these parameters must be determined for each mode.  For 
a definition of the effective radius and variance see Appendix A. 

An integral part of the retrieval procedure must be the detection of morphologically 
complex aerosols such as dust-like and soot particles. It has been demonstrated that, if ignored, 
particle morphology can strongly affect the results of optical depth, refractive index, and size 
retrievals.  Aerosols in the vicinity of clouds, either in the horizontal or in the cloud column, are 
difficult to observe remotely, but may contribute significantly to aerosol direct forcing. Strategies 

Table 1.  Quantification of the direct aerosol effect 
Required aerosol characteristics Retrieved aerosol characteristics   
  Spectral optical thickness τa(λ) 

 

 

 

 
  

 

 
 
 

  
Spectral optical thickness τa(λ) Effective radius reff,a  
Spectral single-scatter albedo ϖa(λ) 
Spectral phase function Ρa(Θ,λ) 

Effective variance νeff,a  
Spectral refractive index ma(λ) 

For at least 
two modes 

Chemical composition Nonsphericity  
 Spectral single scatter albedo ϖa(λ)  
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to aggregate data including ensemble averaging as a function of distance to cloud can be used to 
mitigate the challenge.  Suborbital measurements will complement the satellite observations to 
address these issues. 

In addition to the aerosol properties themselves, aerosol direct effects and forcing depend 
on the reflectance properties of the underlying surface.  Therefore observations of surface 
reflectance must be made along with aerosol characterization. 

Seasonal and regional estimates of Direct Aerosol Radiative Forcing may be obtainable 
statistically from a relatively narrow swath. Parameters must be retrieved for the integrated 
column above clouds and for the total column in cloud free scenes to answer Science Question 3 
and meet objectives 5 and 6.  To meet objective 7, the vertical profiles of absorbing aerosol 
heating rates, measurements or retrievals of extinction, single scattering albedo, real part of the 
refractive index, particle effective radius, effective variance and morphology must be retrieved at 
resolutions of 1 to 1.5 km in the free troposphere and at 500 m in the boundary layer. Our 
approach will require combining the ACE satellite measurements with strategically acquired 
suborbital constraints, and integrating these into regional-scale-resolving chemical transport 
models.  

5.2. Retrieval requirements for Sources, Processes, Transport and Sinks 
The requirements for Direct Forcing are sufficient for the Sources and Sink theme, except 

for the increased need of a broad 2-day global coverage. This is to properly characterize aerosol 
events, monitor transport, identify sources such as fires, and be available to aerosol assimilation 
and forecast models. Also, whereas the Direct Forcing requirements on vertical profiles of 
detailed aerosol characteristics may be satisfied for a lidar curtain, in this theme identification of 
aerosol layer height and injection height above sources is required across the image, although not 
to the same quantitative detail.    

Quantification of measurements of fire strength will be needed to characterize biomass 
burning sources.  This pushes the wavelength requirements far into the SWIR bands (3.7 µm). 
Fire quantification measurements may be available from complementary satellite missions such 
as NPOESS.   

5.3. Retrieval requirements – Discussion of accuracy 
The criteria for specifying the corresponding retrieval accuracy requirements in Appendix 

A are based on sensitivity studies (Appendices B and C) or on peer-reviewed literature [Hansen 
et al. 1995; Schwartz and Slingo 1996; Mishchenko et al. 1997b, 1997c, 2004; Schwartz 2004; 
Seinfeld et al. 2004; Dusek et al. 2006; Rosenfeld 2006; Hasekamp and Landgraf 2007].  

Appendix A describes a set of parameters that are necessary to solve outstanding 
questions in aerosol direct and indirect forcing and meet the objectives described in Section 3. 
Similar measurements have been obtained with an aircraft prototype of the Aerosol Polarimetry 
Sensor (APS) [Chowdhary et al. 2001, 2002, 2005, 2006], and the success of the airborne 
prototype to provide aerosol characteristics within the specifications listed in the Appendix A 
attests to the feasibility of the requirements we present in Appendix A.  However, we understand 
that the aircraft instrument benefits from finer spatial resolution and more controlled 
environments than will a spaced-based instrument.  We will have further opportunity to assess 
the feasibility of the measurement requirements listed below when APS is launched as part of the 
NASA Glory Mission [Mishchenko et al. 2007a].  
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Attainment of the accuracy listed in Appendix A will require an integrated approach that 
combines the space-based retrievals with sub-orbital and modeling efforts, as mentioned above, 
and discussed in Section 6. 

6. Measurement Requirements 
To achieve the parameter requirements with the high accuracies described in Section 5 

and Appendix A, we will require two sets of measurements:  (1) a high spectral resolution lidar 
that makes a direct measure of aerosol extinction and backscattering profiles and (2) an imaging 
polarimeter that provides highly accurate polarization measurements across the image. In some 
cases—particularly for the imaging polarimeter—exact specifications of the instrument are not 
possible at this time without further study of measurement trade-offs and information content. 
The goal for ACE aerosol studies must be the parameter requirements, not a specific instrument 
configuration, because different instrument configurations may arrive at the same parameter 
accuracy using different combinations of capabilities and data processing.  In particular, 
dedicated sensitivity studies and analysis of airborne simulator data is essential to address these 
issues and better define the ACE polarimeter (In Appendix E we describe a set of instrument 
requirements based on current knowledge, and we err on the side of more stringent 
requirements). 

A non-polarized imager, such as proposed for retrievals of ocean ecosystem parameters, 
can provide aerosol information similar to what is now achievable by the combination of today’s 
OMI and MODIS instruments.  These retrievals are insufficient to answer the science questions 
described in Section 2 because they do not provide sufficient accuracy, especially in providing 
characterization of aerosol microphysics.  The ocean ecosystem imager’s greatest contribution to 
aerosol science will be the better retrievals of ocean color across the measured spectrum, which 
will in turn offer more information on surface properties for improved retrievals of aerosol over 
ocean. 

6.1. Measurement requirements – High spectral resolution lidar 
The lidar data, in some cases aided by or in combination with polarimeter data, will be 

used to retrieve the following parameters: 

• AOD 
• Vertical profile of aerosol extinction and backscatter 
• Vertical profile of aerosol nonsphericity (discrimination of spherical vs. nonspherical 

particles) 
• Vertical profile of aerosol type 
• Vertical profile of effective radius and width of size distribution 
• Vertical profile of refractive index  
• Vertical profile of single scatter albedo 
• Vertical profile of number concentration 
• Aerosol absorption optical depth in clear sky, and partitioned above and below cloud 

levels using cloud-free “holes” in partially cloudy fields  

 
Some particular considerations involving application of the lidar data and its measurement 
requirements include: 
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• The only measurements of the aerosol parameters from the night side of the orbit will 
come from the lidar. 

• The greatest scientific return on the lidar data involves their use in conjunction with the 
imaging polarimeter.  Hence, requirements below concern daytime lighting conditions 
and highlight the need for suitable daytime background rejection in the design of the 
instrument.  

• In partially cloudy scenes, the high fundamental horizontal resolution of the lidar (single 
laser shot) enables accurate cloud clearing (i.e., identification of cloud-free profiles 
between clouds) on fine horizontal scales.  The scale on which cloud clearing must occur 
defines the fundamental horizontal resolution requirement.   We note that the retrievals of 
aerosol properties in broken cloud fields are inherently free of cloud-adjacency effects 
that can bias passive retrievals.  The cloud-free profiles identified in partially cloudy 
scenes may have to be averaged significantly for most geophysical parameter retrievals.  
The profiles can be averaged horizontally or composited as a function of distance from 
cloud, depending on the application.   

• The lidar data above clouds can be processed without biasing retrievals, even under 
daylight conditions.   

• The lidar data from below optically thin clouds can be used for retrieval of aerosol 
properties without bias. In this case, a decrease in the signal-to-noise ratio (SNR) and an 
increase in background noise may force increased horizontal or vertical averaging to 
achieve the required SNR for the retrieval of geophysical parameters.  It is worth noting 
that the lidar may provide the only retrieval of aerosol optical and microphysical 
parameters below optically thin cloud. 

• The requirement for accurate profiles of aerosol extinction, day or night, above cloud and 
near cloud, drives the requirement for an HSRL or other implementation via which 
aerosol extinction can be retrieved independently from aerosol backscatter. We also note 
that the retrieval of aerosol backscatter is much more accurate via the HSRL technique 
over the standard backscatter technique (e.g., as implemented in CALIPSO and GLAS). 
The HSRL technique essentially provides a self-calibrated profile of aerosol backscatter; 
there is no accumulation of error due to inaccuracies of the retrievals in layers above the 
sample altitude 

• The driving science requirements behind the specifications of the lidar concern the range-
resolved retrievals of aerosol effective radius, index of refraction, single scatter albedo, 
absorption, and number concentration. According to current knowledge the minimum 
lidar configuration that can meet these requirements is a multi-wavelength system with 2 
extinction wavelengths (UV and mid-visible) and 3 backscattering wavelengths (UV, 
mid-visible, and NIR): the so-called “3b + 2a” technique. It may be possible that a 
reduced set of lidar capabilities (fewer wavelengths, less capability) can be combined 
with data from the polarimeter to yield comparable results; however, studies of the power 
of combined lidar-polarimeter retrievals are far from complete and the polarimeter data 
are unavailable for the night side of the orbit.  As a result, the instrument requirements 
provided here are based on retrievals from the lidar alone. 

A detailed list of lidar measurement requirements is given in Chapter 8 



 

 11 

6.2. Measurement requirements – Imaging polarimeter 
The imaging polarimeter measurements, and in some cases aided by or in combination 

with the lidar data, will be used to retrieve the following parameters: 

• AOD 
• Column integrated aerosol nonsphericity 
• Column integrated aerosol type 
• Column integrated effective radius and width of size distribution 
• Column integrated real part of the refractive index  
• Column integrated absorption aerosol optical depth (AAOD) 
• Column integrated particle number concentration 
• Effective layer height across the swath 
• Location of aerosol point sources and injection heights 

The uncertainty and coverage requirements on the retrieved parameters (i.e., AOD, 
absorbing AOD, real part of the refractive index, size distribution, and particle number 
concentration) require a highly accurate multi-wavelength, multi-angle, imaging polarimeter. 
The real refractive index retrievals serve two purposes, the reduction of errors in the other 
parameters caused by erroneous assumptions about refractive index and the derivation of 
compositional information including aerosol water content from the refractive index. The 
imaging capability of the polarimeter will provide the primary horizontal spatial information to 
resolve aerosol transport, location of aerosol events, quantification of aerosol emission from 
point sources, and frequency of sampling for integration into assimilation and air quality forecast 
models.  In addition, the imaging capability increases the statistical sampling for correlative 
studies of aerosols and clouds.  However, the high accuracy of the polarimetric measurement 
cannot be compromised without compromising the accuracy of the parameter retrievals.   

Chapter 8 includes the details of the measurements required by the imaging polarimeter 
for the aerosol science described in the above sections, including specific wavelengths, 
accuracies, and angular and swath ranges.  As there may be several paths to meet the science 
goals, some of the requirements are given as alternative options.  The instrument described in 
Chapter 8, even with the optional paths, is a very stringent configuration. It may only be realized 
as a hybrid instrument that combines some channels measuring the polarimeteric signal with 
reduced spatial or angular resolution or reduced swath width with other channels measuring 
intensity without polarization at higher spatial or angular resolution and broader swath.  

Chapter 8 includes additional requirements on the imaging polarimeter imposed by the 
geophysical parameters needed to pursue the cloud goals of the ACE mission.  Most notable of 
these requirements is the finer spatial resolution needed by the cloud community and the 
additional narrow wavelength channels.  Both of these requirements puts additional burden on 
the development of an imaging polarimeter, but could be addressed by a hybrid configuration of 
polarimetric and intensity measurements. 

Some instrument requirements cannot be defined at this point in time without further 
sensitivity studies and are left TBD -- a plan to define these remaining requirements is also 
described in Chapter 8 for the polarimeter. 
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6.3. Measurement requirements – Suborbital and ancillary data 
The aerosol science questions and stated objectives posed in Sections 2 and 3 require a 

complementary set of ground-based, airborne and space-based measurements to validate, 
interpret and anchor the satellite retrievals.  The details of the requirements are given in 
Appendix D and Chapters 6 and 10.   

In general the requirements include a global ground network of high quality AOD 
measurements for continuity and validation, alongside strategically placed ground stations 
measuring aerosol vertical profiles from lidar, aerosol absorption, size distribution, real part of 
the refractive index, aerosol scattering polarized phase matrix, down welling and net radiative 
fluxes, and particle number concentration, both in situ and from ground-based remote sensing 
along with stations with ground-based remote sensing of cloud properties.  These ground stations 
provide continuous anchor points for the satellite retrievals.  Ground stations located below 
ground track of the ACE lidar will validate retrieval at location of greatest accuracy and 
capability.  Ground stations located away from ground track but in the swath become vital to 
translating highly accurate curtain retrievals to broader swath. 

The complementary dataset also includes field deployments using aircraft instrumented 
with in situ and passive and active remote sensing instrumentation to measure aerosol chemistry, 
absorption, size distribution, shape, real part of the refractive index, scattering polarized phase 
matrix, and particle number concentration, along with measurements of cloud optical, micro- and 
macro physical properties.  The field experiments are essential for interpretation of satellite 
retrievals and answering questions on aerosol sources, anthropogenic component, and aerosol 
indirect effects. 

Not only are ground-based and airborne measurements necessary, but current sub-orbital 
instrument capabilities also require a development effort in order to meet ACE aerosol science 
objectives.  In particular, there is a need for: better and more accurate measurements of aerosol 
absorption across the solar spectrum; ground-based and airborne lidar with at least the same 
sophistication of the 3b+2a lidar proposed for space; improved AERONET-like instruments that 
come standard with polarization sensitivity; and field-worthy nephelometers that measure 
polarized phase function and scattering matrix.  Improvements are also needed in instruments 
measuring cloud properties. 

Although ACE does not directly address land surface properties, characterizing surface 
albedo is essential for all calculations of Direct Aerosol Radiative Forcing (DARF).  These data 
must be provided by an auxiliary source. 

We have come to expect satellite measurements from A-Train and Terra sensors:  
CERES, AIRS, MODIS to provide both shortwave and long wave radiative fluxes at top of the 
atmosphere, satellite thermal IR imagery for cloud statistics, collocated measurements of 
atmospheric profiles of temperature and humidity, collocated measurements of vertical wind 
profiles, and fire strength, frequency and location.  Current ACE instrument requirements will 
NOT provide similar information, and unless provided by other missions will be a STEP DOWN 
from current capability.  Present ACE strategy intends to acquire the above meteorology from 
reanalysis products, but this will not provide the needed radiative flux information, cloud top 
statistics, or fire strength.  Complementary measurements from other missions such as NPOESS 
will be required. 
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7. Summary 
Global measurements of the horizontal and vertical distributions of aerosols, and the 

optical, microphysical, and chemical properties of aerosols are required to quantify the impacts 
of aerosols on human health, global and regional climate, clouds and precipitation, and ocean 
ecosystems.   Although satellite instruments from the A-Train and Terra have begun to provide 
such measurements, critical measurements are either absent or have unacceptably large 
uncertainties for some applications. The ACE mission would use new, advanced active and 
passive sensors to obtain the measurements required to quantify these impacts.   

The ACE aerosol measurements would address three major themes: 1) quantification of 
aerosol sources, sinks, and transport (SPTS), 2) direct aerosol radiative forcing (DARF), and 3) 
aerosol-cloud interactions (including indirect aerosol radiative forcing (IARF)).  (The third 
theme, which is one of the two main objectives for the ACE mission recommended by the 
Decadal Panel, is discussed in Chapter 3). For SPTS, ACE will constrain model assumptions 
with measurement-based estimates of aerosol source strength and location, vertical distribution 
of long-range transport, and spatial and temporal distribution of aerosol optical thickness, mass, 
number and size distribution, partitioned by aerosol type. For DARF, ACE would reduce the 
uncertainty in the aerosol radiative forcing at the top of the atmosphere and, for the first time, 
provide global estimates of the bottom-of-atmosphere and within-atmosphere DARF with 
uncertainties commensurate with the top-of-atmosphere uncertainty reported by the IPCC, 
especially when combined with detailed, aerosol-type-specific particle microphysical properties 
from suborbital measurements.  In order to derive within-atmosphere DARF, a key ACE 
objective is to provide the first layer-resolved measurements of aerosol absorption from space.  
The ACE strategy to address these themes is to produce a comprehensive data set of three-
dimensional aerosol properties as a function of time and location that will constrain aerosol 
transport models as well as to constrain model estimates of globally averaged DARF within the 
atmosphere and the top and bottom boundaries.  

ACE satellite aerosol measurements would be provided primarily by a multiangle, 
multispectral, imaging polarimeter and a multiwavelength High Spectral Resolution Lidar 
(HSRL). Aerosol vertical distributions and column and layer-averaged aerosol optical and 
microphysical characteristics would be derived along the nadir “curtain” while aerosol optical 
depth, type, and spatial distributions with a more limited representation of the aerosol vertical 
distributions would be obtained along a wide swath.  The corresponding ACE Aerosol science 
traceability requirements are summarized in Table 2.  Detailed measurements acquired from 
surface and airborne instruments would be used in conjunction with the ACE satellite 
measurements to: 1) evaluate/validate the satellite measurements, 2) examine relationships 
among aerosol optical, microphysical, and chemical properties that impact the satellite retrievals, 
3) constrain and improve characterization of aerosol-cloud interactions in cloud-resolving 
models, and 4) evaluate and improve model parameterizations of aerosol properties on temporal 
and spatial scales that cannot be measured using satellite instruments. 
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 Science Questions Geophysicsl Parameters Measurement Requirements Mission Requirements 

Sources, Processes, 
Transports, and Sinks 

(SPTS) 

(1) What are the key sources, sinks, and 
transport paths of airborne sulfate, 
organic, black carbon, sea salt, and 
mineral dust aerosol? 

(2) What is the impact of specific 
significant aerosol events such as 
volcanic eruptions, wild fires, dust 
outbreaks, urban/industrial pollution 
etc. on the local, regional, and blobal 
aerosol burden. 

Column: 
• 

 

τ a λ( ) 

• 

 

τ a ,abs λ( )  

• 

 

ma λ( ) (2 modes) 

• 

 

reff ,a λ( ) (2 modes) 

• 

 

νeff ,a λ( ) (2 modes) 
• morphology 

Vertically Resolved: 
• 

 

τ a ,abs λ( )  

• 

 

ma λ( ) 

• 

 

reff ,a λ( ) 

• 

 

νeff ,a λ( ) 
• morphology 

Cloud Top, for 3 and 4 only: 
• 

 

τ c  

• 

 

τ eff ,c  

• 

 

νeff ,c  
• thermodynamic phase 

Definitions and accuracy 
requirements in Appendis 

High Resolution Spectral Lidar (HRSL): 
• backscatter 355 nm, 532 nm, 1064 nm 
• extinction 355 nm, 532 nm 
• backscatter 100 m vertical 100 m 

along track 
 

Imaging  Polarimeter: 
• minimum 6 to 8 wavelengths spanning 

either UV or 410 nm to either 1630 nm 
or 2250 nm 

• multiangle TBD, range ±50° at 
spacecraft 

• polarization accuracy 0.5% 
• combination polarized and non-

polarizaed channel possible 
• resolution 250 m in at least one channel 
• swath 2-way coverage for 1 and 2 
• swath ~400 km for 3 and 4 
 
Insrrument designs must demonstrate 
attainment of Geophysical Parameter 
accuracies in Appendix 
Measurement requirement details in 
Appendix 

Integrated satellite, sub-orbital 
and modeling approach required 
to meet science objectives. 
 
Required ancillary data: 

• land surface albedo map 
• ground network 

 

τ a λ( ), 
shortwave and longwave 

 

Fd  
and 

 

Fnet . 
• ground and airborne: column 

and vertically resolved 

 

τ a λ( ), 

 

τ a ,abs λ( ) , 

 

ma λ( ) 

(2 modes), 

 

reff ,a λ( ) (2 

modes), 

 

νeff ,a λ( ) (2 
modes), morphology, 

 

Pa ,pol Θ( ) 
• space measurements: Top of 

atmosphere shortwave and 
longwave 

 

Fu , collocated 

 

T z( ) , 

 

q z( ), 

 

V z( ), fire 
strength, frequency, and 
location. 

 
orange for 1 and 2 only 
blue for 3 and 4 only 
black for both 

Direct Aerosol Radiative 
Forcing 
(DARF) 

(3) What is the direct aerosol radiative 
forcing (DARF) at the top-of-
atmosphere, within-atmosphere, and 
at the surface? 

(4) What is the aerosol radiative heating 
of the atmosphere due to absorbing 
aerosols, and how will this heating 
affect cloud development and 
precipitation processes? 

Cloud Aerosol Interactions 
(CAI) 

• How much do anthropogenic additions 
to natural aerosol affect the planetary 
energy balance via their influence on 
droplet and crystal nucleation? 

• How does the aerosol influence on 
clouds and precipitation via nucleation 
depend on cloud updraft velocity and 
cloud type? 

• How much does solar absorption by 
anthropogenic aerosol affect cloud 
radiative forcing and precipitation? 

• What are the key mechanisms by 
which clouds process aerosols and 
influence the vertical profile of aerosol 
physical and optical properties? 

• What are the processes that cause a 
polluted non-precipitating airmass to 
rapidly change to a clean precipitating 
airmass? 

Vertically Resolved: 
1. 

 

N a  

2. 

 

τ a ,abs λ( )  

3. 

 

reff ,a  

4. 

 

N c  
5. cloud liquid water content 
6. precipitation 

Cloud Top: 
7. cloud top height 
8. cloud albedo 
9. cloud liquid water path 

10. 

 

τ c  

11. 

 

reff ,c  
12. cloud radiative effect 

Cloud Base: 
13. cloud base height 
14. updraft velocity 

High Resolution Spectral Lidar (HRSL):  
1, 2, 3, 10 
 
Imaging Polarimeter:  
1, 2, 3 
 
W Band Radar:  
4, 5, 6, 7, 13, 14 
 
High-Resolution Vis-SWIR Imager:  
7, 9, 10, 11, 12 
 
Wide Swath Vis-IR Imager: 9, 11 
 
Low Frequency Microwave: 
5, 6. 9, 11 
 
High Frequency Microwave: 
5, 9, 11 
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Table 2  Aerosol science traceability matrix. 
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Appendix A. Geophysical parameter requirements 
To answer the questions posed earlier, the following parameters must be retrieved to 

within the specified accuracies and verified by suborbital measurements at specific anchor 
points.  It is understood that these parameter requirements may not be possible across the swath 
of the ACE imaging polarimeter because its along-track and cross-track retrieval capabilities 
may be different and/or because of the need for contribution by the ACE lidar.  In that case, a 
two-tier approach will be employed: 1) meet the parameter requirements along the ground-track 
curtain, and 2) strive for the highest possible accuracy away from this curtain using a 
combination of the imaging polarimeter, lidar, and chemical transport models.  

SPTS refers to the theme of Sources, Processes, Transport and Sinks, questions 1 and 2, 
and objectives 1-4.  DARF is Direct Aerosol Radiative Forcing, which covers questions 3 and 4, 
and objectives 5-7.  CAI is the abbreviation for Cloud-Aerosol Interaction, and refers to 
questions and objectives described previously. 

For the most part, parameter requirements are common among the three themes, 
including retrieval accuracies.  SPTS requires a broader swath and more frequent sampling than 
do DARF and CAI.  SPTS also requires vertical positioning of the aerosol across the image, and 
especially at localized point sources such as fires.  The DARF questions and objectives—having 
to do with the vertical profiles of heating in the atmosphere—put strong demands on the accurate 
retrieval of profiles of aerosol intrinsic optical properties that will only be realized along the lidar 
curtain.  The DARF objectives include estimates of aerosol radiative forcing in total sky 
conditions.  This will require retrievals of cloud optical and physical properties to be used as part 
of the total sky radiative transfer calculation.  Naturally, CAI questions and objectives also 
require detailed characterization of cloud optical and physical properties.  In addition, CAI 
requires retrievals of aerosol particle number concentration, both column and vertically resolved.  
Vertically resolved number concentration will only be available along the lidar curtain. 

The parameters listed below include the effective radius (reff) and effective variance (neff) 
of the aerosol size distribution, n(r).  The effective radius has the dimension of length and 
provides a measure of the average particle size, whereas the dimensionless effective variance 
characterizes the width of the size distribution, as follows: 
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is the average area of the geometric projection per particle. It has been demonstrated that different 
types of size distribution (power law, log normal, gamma, etc.) having the same values of the 
effective radius and effective variance possess similar scattering and absorption properties, thereby 
making effr  and effv  convenient universal characteristics of essentially any size distribution.  
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The required parameters and their required accuracies are listed below.  The specified 
accuracies refer to the requirement of 1 standard deviation of retrievals must fall within the 
indicated error bars.  In [brackets] are indicators of the Science questions that will be addressed 
by each parameter.  SPTS refers to Sources, Processes, Transport and Sinks.  DARF refers to 
Direct Aerosol Radiative Forcing.  CAI refers to Cloud-Aerosol Interaction.  For all parameters 
we require aerosol retrievals free of cloud artifacts.  All specified parameter accuracies apply to 
daytime retrievals. 

(a) In cloud free scenes, AOD across the solar spectrum (UV-VIS-SWIR).  One standard 
deviation of AOD retrievals must be accurate to within ±0.02 or ±0.05AOD (whichever 
is larger). [SPTS-1,2; DARF-3,4] 

(b) Vertical distribution of aerosol extinction to ± 0.025 km-1 for a 1.5 km aerosol layer in the 
free troposphere, 500 m in the boundary layer, in order to resolve a 0.25 oK/day heating 
rate in those layers when ϖo ~ 0.85.  Please refer to Appendix D for a more detailed 
specification of requirements of aersosol extinction for different aerosol situations, 
especially for the tenuous aerosol situation [SPTS-1; DARF-3,4; CAI-3] 

(c)  Column-integrated Aerosol Absorption Optical Depth (AAOD) across the solar spectrum 
(UV–VIS–SWIR) in cloud-free scenes and partitioned to above and below cloud levels in 
cloudy or partially cloudy scenes. For AOD > 0.1 in the midvisible part of the spectrum, 
retrieval of AAOD requires an accuracy of ±0.02. [SPTS-1; DARF-3,4; CAI-3] 

(d) Vertical distribution of ϖo to within ±0.02 in 1.5 km aerosol layers in the free 
troposphere,  500 m resolution in the boundary layer. [DARF-4;  CAI-3] 

(e) Aerosol morphology, column averaged in cloud-free and above clouds in cloudy 
(required) and vertically resolved (goal). Identify spherical and non-spherical particles 
and determine the degree of non-sphericity [SPTS-1; DARF-3,4] 

(f) Global coverage over all surfaces: vegetation, soils, snow, ice, oceans, coastal waters, 
clouds. [SPTS-1,2; DARF-3,4; CAI 1-5] 

(g) Aerosol real part of the refractive index across the solar spectrum (UV–VIS–SWIR) 
resolved into two particle modes.  This is one of the key parameters to characterize 
aerosol type and identify the anthropogenic component of the aerosol.  This parameter 
can also be used to infer the water content of the aerosol. These applications drive the 
requirement of one standard deviation of retrievals fall within ±0.02 for when total AOD 
> 0.10 in the midvisible. Column averaged in cloud-free and above clouds in cloudy 
(required) [SPTS-1,2; DARF-3,4; CAI] and vertically resolved (goal) [SPTS-1; DARF-
4; CAI-1,2].  

(h) Aerosol real part of the refractive index across the solar spectrum (UV–VIS–SWIR) 
resolved into two particle modes.  This is one of the key parameters to characterize 
aerosol type and identify the anthropogenic component of the aerosol.  This parameter 
can also be used to infer the water content of the aerosol. These applications drive the 
requirement of one standard deviation of retrievals fall within ±0.02 for when total AOD 
> 0.10 in the midvisible. Column averaged in cloud-free and above clouds in cloudy 
regions (required) [SPTS-1,2; DARF-3,4; CAI].  In situations when no aerosol mode 
dominates, or when extinction in the designated vertical resolutions is insufficient for  a 
robust retrieval, the goal is to provide as much vertical information about the real part of 
the refractive index as possible and to define the uncertainties of the retrieval. 

(i) Aerosol size distribution resolved into two particle modes.This parameter is key for 
calculations of DARF and for identifying aerosol type, including anthropogenic 
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component.  It is the requirement for partitioning the DARF into type and source that 
drives this requirement.  Modal effective radius for each mode must be determined to 
with ±10% and effective variance to within ±50%.  One standard deviation of retrievals 
must fall within these uncertainties for AOD > 0.10. Column averaged in cloud-free and 
above clouds in cloudy (required) [SPTS-1; DARF-3,4; CAI. 

(j) Vertical distribution of aerosol size distribution for a 1.5 km aerosol layer in the free 
troposphere, 500 m in the boundary layer to characterize aerosol type and anthropogenic 
component in vertical layers. The requirement is to identify the vertically resolved 
effective radius of the dominant mode to within ±20% in the layer when extinction in the 
layer exceeds 0.05 km-1 [SPTS-1; DARF-4; CAI-1,2,5].  In situations when no aerosol 
mode dominates, or when extinction in the designated vertical resolutions is insufficient 
for  a robust retrieval, the goal is to provide as much vertical information about the size 
distribution parameters as possible and to define the uncertainties of the retrieval. 

(k) Cloud optical thickness (8%) as well as cloud particle effective radius (10%), effective 
variance (±50%), and thermodynamic phase. Cloud optical properties necessary for 
calculations of all-sky DARF. [DARF-3,4; CAI 1-5] 

(l) Column particle number concentration (±100%) attributed to two size ranges 
corresponding to a coarse mode (roughly supermicron) and to an accumulation mode 
(roughly 0.10 µm to 1.0 µm) . [CAI 1,2,5] 

(m) Vertically resolved particle number concentrations (± 100%);  vertical resolutions of 500 
m in boundary layer and 1.0 to 1.5 km in the free troposphere. Partitioning into size 
ranges is a goal, not a requirement. [CAI-1,2,5] 

(n) Required horizontal spatial resolution for column aerosol retrievals across the image is 
10km [SPTS-1,2; DARF-3,4; CAI 1-5] with a goal of a much finer resolution of 500 m 
to 3 km [SPTS-1,2; CAI 1-5].  For vertically-resolved particle properties and vertical 
profiles of extinction the 10 km horizontal spatial resolution is an important goal that may 
be achieved in situations with sufficient aerosol concentrations. (See Appendix D). In 
cases with insufficient particle concentrations, strategic data aggregation such as sorting 
and averaging as a function of distance to cloud, may achieve the same science results as 
a straight along-track 10 km average.  

(o) Sufficient spatial and temporal coverage to reduce uncertainties in an unbiased 
measurement, and to provide sufficient statistics in order to identify regional and seasonal 
characteristics of the forcing and heating.  A swath width of ~400 km is adequate for 
seasonal values averaged over the globe and broad regions. [DARF-3,4].  

(p) 2 day global coverage to identify sources, sinks and identify aerosol transport [SPTS-1,2] 
(q) Combination of lidar, imaging polarimeter and assimilation model will be necessary to 

extend layer microphysical parameters beyond the curtain and across the image. [SPTS-
1,2; DARF-3,4; CAI 1-5] 

(r) Required mission length is 3 years with a 5 year goal. Overlap between lidar and 
polarimeter must be 3 years [SPTS-1,2; DARF-3,4; CAI 1-5]  ACE is primarily a 
mission to provide information on atmospheric processes important to climate and the 
aerosol  budget, not a climate monitoring mission.   As such, 3 years is the minimum time 
span needed to resolve seasonal/regional variations in climate processes.  The longer the 
mission, the greater the sampling statistics, the better the mission will  be  able to 
characterize interannual variability in  the processes under study, and the greater the 
confidence in the answers to the science questions posed. 
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(s) Parameter retrievals should attempt continuity with heritage data bases. [SPTS-1,2; 
DARF-3,4; CAI 1-5] 

(t) Long-term ground stations must be maintained to link heritage data bases with ACE 
measurements. [SPTS-1,2; DARF-3,4; CAI 1-5] 
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Appendix B. Direct Aerosol Radiative Forcing Uncertainty 
Based upon a Radiative Perturbation Analysis 

(Wenying Su and Norman G. Loeb) 

Introduction 
Radiative forcing by aerosols is identified as the largest uncertainty in anthropogenic 

radiative forcing of climate. Aerosols influence the radiation budget of the Earth directly by 
scattering and absorbing solar radiation (direct radiative forcing) and indirectly by modifying the 
microphysical characteristics and lifetime of clouds (indirect forcing). Recently, Forster et al. 
[2007] provided a review of several model- and observation-based estimates of clear-sky and all-
sky direct aerosol radiative forcing (DARF) at the top-of-atmosphere (TOA) and surface since 
the Intergovernmental Panel on Climate Change (IPCC) third assessment report [TAR, Penner et 
al., 2001]. DARF is defined as the mean radiative flux perturbation due to the anthropogenic 
component of present-day aerosols relative to the start of the industrial era (about 1750). Forster 
et al. [2007] conclude that the all-sky DARF is -0.5 Wm-2, with an uncertainty of 0.4 Wm-2 at 
90% confidence level. However, only a few observational-based studies estimated the all-sky 
DARF by simply scaling the clear-sky DARF and uncertainty by clear-sky fraction (1 minus 
cloud fraction). This implicitly assumes that aerosols do not contribute to DARF in cloudy 
regions. This assumption is not valid if there are absorbing aerosols above the clouds. 
Furthermore, scaling clear-sky uncertainty to all-sky uncertainty assumes that uncertainties in 
cloud properties do not contribute to the all-sky DARF uncertainty, which oversimplifies the 
problem and substantially underestimates the all-sky DARF uncertainty. 

The objective of this study is to provide an independent estimate of DARF uncertainty 
based upon the accuracies of aerosol properties proposed by ACE. A radiative perturbation 
analysis is used whereby DARF calculations for two base states of climatological cloud and 
aerosol properties are performed, and then repeated after perturbing individual aerosol optical 
properties from their base value, keeping all other parameters fixed. The focus here is on aerosol 
optical depth, single scattering albedo, asymmetry parameter, and aerosol scale height. This 
analysis represents a best-case scenario since we assume all of the uncertainty resides in present-
day aerosol properties, and ignore any uncertainty associated with pre-industrial aerosols and 
cloud properties. The DARF uncertainty is assumed to originate entirely from observational 
uncertainty and is derived independently of any model constraints. Comparing the DARF 
uncertainty derived in this manner with those cited in Forster et al. [2007] serves to place the 
latter in perspective, and hopefully will shed some light on the apparent discrepancy between the 
magnitude of uncertainties between satellite-based assessments and Forster et al. [2007]. 

Methodology 
DARF is determined from the difference between the global mean TOA and surface 

radiative flux for pre-industrial and present-day aerosols. Radiative fluxes are computed using 
base state climatological mean aerosol, surface and cloud properties defined separately for ocean 
and land (Tables 1 and 2). To assess the sensitivity to the assumed base state aerosol conditions, 
two sets of aerosol optical depth (AOD), single scattering albedo (SSA) and asymmetry 
parameter (g) values are considered (Table 1). Aerosol optical depths in the first base state are 
from Yu et al. [2006], and single scattering albedos and asymmetry parameters are adapted from 
the Optical Properties of Aerosols and Clouds (OPAC) database [Hess et al., 1998]. In the 



 

 25 

second base state aerosol optical depths and single scattering albedos are adapted from Chung et 
al. [2005], and asymmetry parameters are from OPAC. Assuming aerosol components are 
externally mixed, the overall aerosol optical properties are computed from: 
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gi  correspond to the aerosol optical depth, single scattering albedo, and asymmetry 
parameter for the ith component, and N is the total number of components. The scale heights are 1 km 
and 3 km for base states 1 and 2. Anthropogenic fraction, defined as the difference between present-
day and pre-industrial aerosol optical depth divided by present-day aerosol optical depth, is 0.29 for 
the first base state and 0.40 for the second base state. Table 2 summarizes the global mean cloud and 
surface properties for land and ocean assumed in the DARF calculations. 
 
 

 Base state 1 Base state 2 
 Ocean Land Ocean Land 
 PreInd PresDy PreInd PresDy PreInd PresDy PreInd PresDy 
AOD 0.109 0.140 0.132 0.220 0.071 0.104 0.088 0.183 
SSA 0.997 0.965 0.978 0.945 0.995 0.952 0.986 0.928 
g 0.790 0.760 0.740 0.700 0.790 0.760 0.740 0.710 

Table 1.  Aerosol properties used to define base states. “PreInd” corresponds to pre-industrial aerosol; 
“PresDy” corresponds to present-day aerosol. 
 

The global mean aerosol and cloud properties listed in Table 1 and 2 are input to a plane 
parallel radiative transfer code [Fu and Liou, 1992, 1993] to calculate the DARF. This code has 
been highly modified and now dubbed the “Langley Fu-Liou code”, which includes 25 aerosol 
types. The baseline and perturbed values of each parameter are used to calculate TOA and 
surface fluxes over ocean and land for solar zenith angle of 60 degrees. The computed fluxes is 
then normalized to be consistent with the global annual mean fluxes from the Clouds and the 
Earth’s Radiant Energy System (CERES) [Loeb et al., 2009]. 

The perturbed values of present-day aerosol optical depth, single scattering albedo and 
asymmetry parameter values are based upon expected uncertainties from ACE. Aerosol optical 
depth is perturbed by 5%, asymmetry parameter is perturbed by ±0.02, and single scattering 
albedo is perturbed by ±0.03 over ocean, and ±0.015 over land (about 0.026 globally). At the 
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present time, no quantitative assessment is available regarding the correlation between 
uncertainties of aerosol optical depth and single scattering albedo. Therefore, we provide the 
total DARF uncertainties assuming AOD and SSA are independent. To include the effect of 
uncertainties in the vertical distribution of aerosols, the aerosol scale height is perturbed from 1 
km to 3 km for base state 1 and from 3 km to 1 km for base state 2. 

 
Variable Ocean Land Reference 

Sfc albedo 0.07 0.24 Jin et al. (2004); Doelling (private 
communication) 

Emissivity  0.924 0.971 Zhang et al. (2007) 
High Cld Fraction 0.26 0.27 Stubenrauch et al. (2009) 
Low Cld Fraction  0.47 0.32 Stubenrauch et al. (2009) 
High COD 1.39 1.78 Rossow (1999) 
Low COD 2.51 2.12 Rossow (1999) 
High Cld Top Pres (hPa) 511 443 Wang et al. (2000) 
High Cld Base Pres (hPa) 625 576 Wang et al. (2000) 
Low Cld Top Pres (hPa) 866 811 Wang et al. (2000) 
Low Cld Base Pres (hPa) 951 899 Wang et al. (2000) 
High Cld De (µm) 50 45 Stubenrauch et al. (2009) 
Low Cld re (µm) 15 13 Stubenrauch et al. (2009) 

Table 2.  Climatological cloud properties for ocean and land used in radiative perturbation analysis. 

Results and Conclusions 
The TOA all-sky DARF is -0.62 and -0.32 Wm-2 for base state 1 and base state 2. These 

values fall well within the range of published studies, indicating that aerosols have a net cooling 
effect on climate, at least globally. TOA all-sky DARF uncertainty associated with each 
parameter is plotted in Fig. 1 together with the IPCC DARF uncertainty (dashed line). In all 
cases, DARF uncertainties correspond to a one-standard deviation (1s) confidence interval. The 
total DARF uncertainty is determined from the sum of the squares of the uncertainties associated 
with the individual parameter perturbations. Uncertainties associated with single scattering 
albedo perturbations dominate the DARF uncertainty with value ~ 0.6 Wm-2. This alone exceeds 
the IPCC 1s uncertainty of 0.25 Wm-2 by a factor of 2. Perturbations in other parameters, such as 
aerosol optical depth and asymmetry parameter, result in DARF uncertainties < 0.25 Wm-2. The 
total all-sky TOA DARF uncertainty is about 0.7 Wm-2 for both cases.  
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Figure 1. TOA DARF uncertainty associated with different aerosol parameters: aerosol optical depth 
(AOD), asymmetry parameter (g), single scatter albedo (SSA), and scale height (SH), and the total 
uncertainty from these parameters under all-sky condition. 
 

 
Figure 2. Surface DARF uncertainty associated with different aerosol parameters: aerosol optical 
depth (AOD), asymmetry parameter (g), single scatter albedo (SSA), and scale height (SH), and the 
total uncertainty from these parameters under all-sky condition. 
 

The surface all-sky DARF is -3.9 and -4.2 Wm-2 for base state 1 and base state 2. Surface 
all-sky DARF uncertainty associated with each parameter is plotted in Fig. 2. Similar to the TOA 
DARF uncertainty, uncertainties associated with single scattering albedo perturbations dominate 
the surface DARF uncertainty with values range from 0.9 to 1.1 Wm-2. The total all-sky surface 
DARF uncertainty ranges from 0.9 to 1.2 Wm-2.  

Based upon this perturbation analysis, the objectives of the ACE mission are to provide a 
firmer basis for measurement-based estimates of global and regional DARF and its uncertainties 
by confronting issues not properly addressed by observations in the past, and to provide the first 
ever measurement-based estimate of the global direct aerosol radiative forcing at the bottom of 
the atmosphere to within ± 1 Wm-2, equivalent to estimating the global evaporation rate at the 
surface of ± 1 mm/month (~ 1% of global rates).  
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Appendix C. Instrument requirement to constrain atmospheric 
heating rate perturbed by aerosols 

(Seiji Kato) 

Introduction 
The ability of retrieving aerosol layer height from satellite by CALIOP is a significant 

advance from passive sensors. Understanding location of aerosol layers regardless of surface 
type and in presence of clouds can possibly improve direct aerosol radiative forcing estimates. 
Knowing aerosol and cloud heights is also an improvement toward the understanding of aerosol 
radiative effect to the atmospheric heating. A recent study by Ackerman et al. (2000) indicates 
that atmospheric heating rate perturbed by aerosol layers above marine stratocumulus can change 
the lifetime of the cloud. While the direct measurement of hearting rate from space is not 
possible, the heating rate by aerosols can be computed when the aerosol extinction coefficient, 
single scattering albedo, and phase function or asymmetry parameter are retrieved. The purpose 
of this section is to set an accuracy requirement for aerosol single scattering albedo and 
extinction coefficient to compute the atmospheric heating rate by aerosols, which in tern can be 
used to define the instrument requirement for ACE. 

Method 
The study by Ackerman et al. (2000) simulating INDOEX cases shows that the cloud 

cover changes by 20 to 40% due to enhanced atmospheric heating by aerosols. The diurnally 
averaged aerosol heating rate for these cases is 0.5 K day-1. If we set a goal to compute the 
enhanced atmospheric aerosol heating rate of 0.25 K day-1, and if aerosol layers are present 
adjacent to cloud layers, we should be able to observe cloud fraction change due to the enhanced 
aerosol heating.  

The atmosphere similar to that used in Ackerman et al. (2000) is used to simulate the 
atmospheric heating by an aerosol layer. A cloud layer is placed from 0.5 to 1.5 km from the 
surface and an aerosol layer is placed from 1.5 to 3.0 km in a standard tropical atmosphere over 
an ocean surface. The effective radius of cloud droplet is 10 µm with the concentration of 250 
cm-3, which give the optical thickness of 111 and liquid water content of 0.8 g kg-1. Aerosol 
particles are soot coated with water. The mean radius of aerosol size distribution is 0.1 µm with a 
geometrical standard deviation of 1.8. The size of the soot core is changed to perturb the single 
scattering albedo. The number concentration is changed to perturb the extinction coefficient. 
Optical properties of the aerosol are computed by the Mie code developed by Toon and 
Ackerman (1981). The raprad radiative transfer model (Toon et al. 1989, Kato et al. 1999) is 
used to compute the heating rate in the atmosphere. A diurnal cycle at the equator in February is 
simulated by computing the heating rate by a 5 min increment. The daily mean downward 
shortwave irradiance at the top of the atmosphere is 438 W m-2. The ocean surface albedo is 
modeled by an algorithm extracted from the 6S radative transfer code (Vermote et al. 1997). 

Figure 1 shows the enhanced heating rate from non-absorbing aerosol as a function of co-
single scattering albedo (1 – single scattering albedo) and aerosol optical thickness at 539 nm. 
The INDOEX value is marked by a closed red circle. Note that the heating rate does not depend 
on the vertical thickness of computational layers, which is different from the hearting rate by 
absorbing gases, because absorption is weaker and is uniformly distributed within the aerosol 
layer. 
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Figure 1: Increase of the hearting rate in the aerosol layer from non-absorbing aerosols. An INDIEX 
case modeled by Ackerman et al. (2000) is marked by the red closed circle. 
 

Using the result shown in Figure 1, the single scattering albedo change ∆ω from a non-
absorbing aerosol to increase the heart rate by 0.25 K day-1 is given by 0.25(1-ω)/∆Hr, where 
∆Hr is the enhanced hearting rate shown in Figure 1. Similarly, the aerosol optical thickness τ to 
increase the heating rate by 0.25 K day-1 is given by 0.25τ/∆Hr. These values are shown in 
Figure 2. Note that the optical thickness for the 1.5 km aerosol layer is converted to the 
extinction coefficient for Figure 2. If the absorption by aerosol is liner function of single 
scattering albedo and optical thickness, values shown in Figure 2 are the single scattering albedo 
and extinction coefficient errors to give a 0.25 K day-1 hearting rate error.  
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Figure 2: Error in single scattering albedo (left) and extinction coefficient (right) to give a 0.25 K day-1 
heating rate error in the aerosol layer above cloud layer. The values are computed from the result shown in 
Figure 1. 
 
Conclusions derived from above results are: 

• Accuracy requirement depends on aerosol properties and scene type (i.e. clear or cloudy). 
• The accuracy requirement of single scattering albedo estimate (most stringent, 

instantaneous, vertically averaged over the aerosol layer) is  
o 0.02 when aerosol extinction is 0.17 km-1 (τa=0.26 for ∆z=1.5 km)  
o 0.05 when aerosol extinction is 0.07 km-1 (τa=0.11 for ∆z=1.5 km)  

• The accuracy requirement of aerosol optical thickness estimate (most stringent 
instantaneous, vertically averaged over the aerosol layer) is  

o 0.065 km-1 (∆τa=0.098 for ∆za=1.5 km) when single scattering albedo is 0.95 
o 0.025 km-1 (∆τa=0.038 for ∆za=1.5 km) when single scattering albedo is 0.85 
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Appendix D. Ancilliary data requirements 

GROUND-BASED: 
• Global ground network of high quality AOD measurements to provide (a) continuity with 

heritage observations and (b) validation to satellite retrievals. .[ SPTS-1,2; DARF-3,4; 
CAI-5] 

• Strategically placed ground stations measuring aerosol vertical profiles from lidar, 
aerosol absorption, size distribution, real part of the refractive index, aerosol scattering 
polarized phase matrix, downwelling and net radiative fluxes, and particle number 
concentration, both in situ and from ground-based remote sensing.[ SPTS-1,2; DARF-
3,4; CAI-5] 

• Stations with ground-based remote sensing of cloud properties [CAI] 

FIELD EXPERIMENTS: 
• Focused field deployments using aircraft instrumented with in situ and passive and active 

remote sensing instrumentation to measure aerosol chemistry, absorption, size 
distribution, real part of the refractive index, aerosol scattering polarized phase matrix 
and particle number concentration .[ SPTS-1,2; DARF-3,4; CAI-5] 

• Focused field deployments using aircraft with in situ, and passive and active remote 
sensing instrumentation to measure cloud properties such as cloud droplet number 
concentration, droplet/crystal effective radius, liquid/ice water content, cloud base, cloud 
top etc.  [CAI]. 

SUB-ORBITAL INSTRUMENT DEVELOPMENT: 
Not only are ground-based and airborne measurements necessary, but current sub-orbital 

instruments require a development effort in order to meet ACE aerosol science objectives.  In 
particular, there is a need for better and more accurate measurements of aerosol absorption 
across the solar spectrum, ground-based and airborne lidar with at least the same sophistication 
of the 3b+2a lidar proposed for space, improved  AERONET-like instruments  that come 
standard with polarization sensitivity and field-worthy nephelometers  that measure  polarized 
phase function and  scattering matrix.  Improvements are also needed in instruments measuring 
cloud properties. 

SPACE-BASED: 
• Satellite measurements of broad-band radiative fluxes at top of atmosphere, both 

shortwave and longwave [DARF-3,4; CAI] 
• Measurements of surface spectral albedo [DARF-3,4; CAI] 
• Satellite thermal IR imagery for cloud statistics [CAI] 
• Collocated measurements of atmospheric profiles of temperature and humidity [DARF-

4; CAI] 
• Collocated measurements of vertical wind profiles [SPTS-1,2, CAI] 
• Fire strength, frequency and location [SPTS-1,2] 
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Chapter 2. Cloud Properties and Processes 

1. Background and the ACE-CAP Objective 
The cycling of water through the Earth’s atmosphere defines the habitable climate of the 

planet via latitudinal energy transports and through the production of fresh water in precipitation 
processes.  Because hydrologic processes interact over a vast continuum of spatial and temporal 
scales, our understanding of these processes and our ability to predict changes in the hydrologic 
cycle remains at a rudimentary level. Regional climate changes are in large part controlled by 
shifts in the general circulation of the atmosphere in response to climate forcings. The expected 
changes in the atmospheric general circulation drive changes in the hydrologic cycle and in the 
distribution of radiant heating within the climate system that feed back on the general circulation.  
These are the feedbacks that fundamentally determine the response of the climate system to 
climate forcings, and are currently the largest source of uncertainties in climate prediction.  

However, the climate forcings are also poorly known. According to the IPCC (2007), the 
radiative forcing during the industrial era is uncertain by a factor of four, which renders the 
historic record of climate change during this period almost useless as a constraint on the climate 
sensitivity (Kiehl, 2007). The dominant source of uncertainty in the radiative forcing is attributed 
to anthropogenic aerosols, partly through scattering and absorption of sunlight but mostly 
through the aerosol influence on clouds (Forster et al., 2007). 

While the physical processes that drive these forcing and feedback mechanisms are 
driven by circulation regimes that exist on some of the largest spatial and temporal scales in the 
climate system, the physical processes that define them occur at the microphysical scale where 
particle nucleation, growth, and evaporation dominate the evolution of condensate through a 
continuum of particle sizes.  These microphysical processes cannot be resolved explicitly in any 
global climate model at present nor anytime in the near future. The representation of these 
important processes in models relies on the use of parameterizations that represent the statistics 
of the processes on the resolved scales of GCMs.. Developing and evaluating parameterization 
for the microphysics of aerosol, clouds and precipitation requires more advanced global-scale 
observations than currently exist. 

It is within this context that the Aerosol-Clouds-Ecosystem (ACE) – Cloud-Aerosol-
Precipitation (CAP) objective is defined. Our fundamental goal is to:  

Advance our ability to observe and predict changes to the Earth’s hydrological cycle and 
energy balance in response to climate forcings, especially those changes associated with the 
effects of aerosol on clouds and precipitation. 

We envision that ACE will continue and extend the measurement heritage that began 
with the A-Train and that will continue through Earthcare. In particular, ACE will continue into 
a second decade the detailed vertical profiling of cloud and aerosol properties placed within a 
large spatial context. ACE will, therefore, facilitate documentation of changes in certain key 
characteristics of the hydrological and aerosol cycles over this extended period of time. 

Although the findings of the ACE mission predecessors will be groundbreaking, 
information on the microphysics of clouds, aerosol and precipitation from A-Train and Earthcare 
will remain limited. Our vision to address the overarching science objective, and the science 
questions that emerge from that objective, is motivated by a realization that an understanding of 
the physical processes that relate aerosols, clouds, and precipitation with atmospheric motion 
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begins with the essential ability to infer vertical profiles of aerosol, cloud, and precipitation 
microphysical properties from measurements.  It is this provision for new microphysical 
information, vital for addressing climate science goals in the coming decades, that differentiates 
ACE from its predecessor missions.    

In the following sections, we articulate science questions, describe the geophysical 
parameters that must be retrieved from ACE measurements to address those science questions, 
and then describe in detail the measurements that will be needed to retrieve the geophysical 
parameters. 

1.1. Microphysics, Size Distribution Moments, and ACE 
Our overarching scientific objective is to improve our understanding of the physical 

processes that cause aerosols, clouds, and precipitation to interact and evolve within the 
atmosphere.  Because aerosol, clouds, and precipitation exist in the atmosphere as distributions 
of particles with varying sizes and because the evolution of the physical and optical cloud 
properties comes about through changes in these distributions, it is necessary that we acquire 
vertically resolved information about such distributions. However, vertical microphysics alone is 
not sufficient for answering the full suite of physical interactions and related science questions; 
information on cloud radiative and macrophyscial properties, cloud vertical motion, and 
environmental conditions in which the clouds and aerosols are embedded are also needed.  

2. Scope of the Problem  
Neglecting aerosol for the moment, in the most general case, a small atmospheric volume 

(say a 100 m sized cube) could contain liquid and ice phases whose particle size distributions 
(PSD) include cloud droplet-sized and precipitation-sized particles.  Conceptually, we can define 
the atmospheric volume using four distribution functions, with two for water (a cloud mode and 
a precipitation mode) and two for ice (a small ice mode and a precipitating ice mode).  It is 
generally assumed that each of the distribution modes can be described analytically with a 
modified gamma or lognormal function. Since these distribution functions are characterized by 3 
independent parameters, this generalized problem contains 12 unknowns and a unique solution 
would require that number of independent measurements.  This extreme complexity can often be 
reduced in regions where only the liquid or only the ice phase is physically possible; however, it 
is often difficult to empirically discount the possibility that particle size distributions are not 
multimodal.  Stratocumulus clouds, for instance, very often contain a drizzle mode that may or 
may not extend to the surface as sensible precipitation while the bimodality of cirrus particle size 
distributions is still a topic of intense debate (Zhao et al., 2009).  Very often the number of 
unknown variables can be reduced through empirical assumptions.  However, almost never can 
the number of unknowns be reduced to less than 3 parameters in each vertical interval.  To derive 
a profile of microphysical properties, therefore, a minimum of 3 (and often more) observations 
that contain unique information about the cloudy volume is necessary to obtain a meaningful 
description of the physical properties of that cloudy volume.  

Remote sensors provide measurable quantities that are sensitive to certain moments of the 
PSD. The A-Train reliably provides profiles of radar reflectivity (i.e. the 6th moment of the PSD 
– proportional to the square of the total condensed mass) and lidar backscatter (2nd moment of 
the PSD proportional to the cross sectional area) as well as constraints on the vertical integrals of 
various PSD moments with quantities such as optical thickness and liquid water path (2nd and 3rd 
moments of the PSD, respectively) by MODIS and the AMSRE-E microwave radiometer.  In no 
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case is there sufficient information in any A-Train vertical profile to derive realistic size 
distributions without imposing additional a-priori assumptions to reduce the dimensionality of 
the problem. These assumptions increase retrieved parameter uncertainty significantly and result 
often in large retrieval biases.  Earthcare will add crude measurements of Doppler Velocity that 
will contribute 3rd PSD moment information in the vertical column regarding precipitation. Even 
with Earthcare, however, the problem remains severely under-constrained in nearly all retrieval 
circumstances.   

This discussion illustrates a degree of complexity that helps explain why the problem of 
determining cloud microphysics from remote sensing measurements has persisted over decades 
and will continue to remain an essentially unsolved problem even as the technology in space 
improves in the years preceding ACE.  

The forgoing discussion is also not just a remote sensing problem.  Recently developed 
parameterizations for mesoscale and climate models (i.e. Morrison et al., 2005) make a similar 
set of assumptions regarding multiple modes of large and small particles and then attempt to 
characterize, using simplified physics, how the distribution moments (i.e. the water content and 
total particle number) evolve due to the interaction between physical processes and the 
thermodynamic and dynamic state of the atmosphere.   In other words, the philosophical 
approach to this parameterization, which is now the operational cloud scheme in the community 
atmosphere model (Morrison and Gettelman, 2007), is identical to the philosophy we have 
adopted for ACE., Understanding the physical processes that control the hydrological cycle and 
its radiative influence requires the sufficient characterization of aerosol, cloud and precipitation 
particle size distributions through multiple synergistic active and passive measurements. 

3. The ACE CAP Science Traceability Matrix 
Our conceptual approach to conceiving the ACE mission is to merge what is possible 

technologically with what is necessary scientifically to solve the problem of understanding 
aerosol, cloud, and precipitation processes and representing those processes in models.  We 
began this process by articulating a set of science questions (discussed more fully in Section 3) 
that emerges from our overarching goal and then envision a set of geophysical parameters and 
requirements on those geophysical parameters to address the questions. From those requirements 
on geophysical parameters, we considered which of a set of technologically feasible 
measurements would supply the necessary information to retrieve the parameters to within the 
required accuracy under the challenging conditions often present in the atmosphere (discussed in 
Section 4).  This approach resulted in a matrix that allows the tracing of science requirements to 
measurement requirements via the geophysical parameters (Table 2.1) - i.e. a Science 
Traceability Matrix (STM).  We introduce and briefly discuss the STM here and then devote the 
balance of this document to a more detailed justification of the various elements of the STM. 

The science questions discussed in Section 3 can be broadly categorized in terms of 
morphology, microphysics, aerosol processes, and energetics.  These categories of questions 
relate to sets of geophysical parameters necessary to addressing the science questions.  These 
questions and associated geophysical parameters are structured in the STM in a very specific 
hierarchy.  For instance, addressing the morphological questions that refer to the occurrence and 
macroscale structure of hydrometeors and aerosols, the associated geophysical parameters listed 
under that category in the embedded table in column 2 would be required (i.e. parameters 1-9).  
To address the questions regarding the microphysical processes and/or aerosols, the additional 
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geophysical parameters 10-14 would also be required in addition to the morphological 
parameters.  To address questions of energetics, parameters 15-19 are necessary as well as 
parameters 1-14 must be known.     

We have examined the limited array of technologically feasible instruments and 
assembled a synergistic set in the right-most column of Table 2.1.  Additional information 
regarding what each instrument contributes to the measurement synergy is given in Table 4.2.  
The actual requirements for each of the instruments is listed in detail in Chapter 8 while the 
geophysical parameters that effectively drive the measurement requirements are listed 
parenthetically in the STM and discussed more completely in Sections 3 and 4 of this document. 
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Table 2.1 ACE Cloud Science Traceability Matrix  
Category Topical Themes Geophysical Parameters and Error Tolerance Requirements1 Measurement and 

Instrument Requirements2 
Morphology Occurrence and macroscale structure 

(vertical and horizontal) of clouds 
and precipitation and interaction with 
large-scale meteorological and 
thermodynamic forcing. 

  Narrow Nadir 
Swath Wide Swath 

Morphology 1. Cloud Layer Detection 2% 5% (optical depth >  0.3) 
2. Cloud Top Height 250m (R), 100 m 

(G) 
1500 m (ice) 1000 m (liq) 

3.  Cloud Base Height 250m (R), 100 m 
(G) 

 

4.  Cloud Top Phase 5% 20% 
5.  Precipitation Detection 10% 20% 
6.  Vertical Motion   
7.  Multilayer Cloud 
Detection 

5% Detection of cirrus (t~0.3–  
depending on geometry) ov  
lower water cloud 

8.  Cloud Phase Profile 20%  
9.  Precipitation Profile 10%  

Microphysics and 
Aerosol 

10. Water Content Profile 10-25%  

11.  Cloud Water Path 10% 25% 

12.  Cloud Particle Size 
Profile 

10-25%  

13. Precipitation Particle 
Size Profile 

10%  

14. Precipitation Rate Profile 20-50%  

Energetics 15. Cloud Column Optical 
Depth 

10% 20% 

16.  Layer Effective Radius 10% 20% (liq) 30% (ice) 
17. Extinction Profile 5%  
18. Radiative Effect 10% or  

25 W m-2  
10 W m-2 (TOA) 

19.  Latent Heating 5 K day-1 km-1  
 

1.  W Band Radar (Table 5.1) (1-19) 
 
2.  Ka Band Radar (Table 5.1) 
(1,2,3,5,7,9,10,11,14,19,20) 
 
3.  High Spectral Res. Lidar (Table 
5.2) (1,2,4,7,10,12,17,15,20) 
 
4.  High-Resolution VIS-SWIR 
Imager (Table 5.3) (primary 
=1,2,11,15,16,18; assist = 10, 12, 17) 
 
5. Wide Swath Vis-IR Imager (Table 
5.3), (primary = 1,4,7,11,12 
1,2,4,7,11,15,16,18; assist = 10, 12, 
17) 
 
6.  Low Freq. Microwave (Table 5.4) 
(5,10,11,12,13,14,16,19, 5,11) 
 
7.  High Freq. Microwave (Table 5.5) 
(10,11,12,13, 11, 16)  
 

Microphysics Microphysical Processes that form, 
maintain, and cause changes to 
profiles of aerosol, clouds, 
precipitation and the interactions 
between them. 

Aerosol  The specific role of aerosol in 
modifying the occurrence and 
properties of clouds and 
precipitation. 

Energetics Maintenance of and changes to the 
energetic balance of the atmosphere 
and earth system due aerosol, clouds, 
and precipitation. 

 
1.  In most cases error tolerance requirements pertain to instantaneous requirements (i.e. single profile retrievals).  The exception to this is the requirements for cloud 
radiative and heating which refer to errors aggregated in space and time.  As described in the appendix, the instantaneous requirements are derived from temporally 
and spatially aggregated radiative heating constraints.  The narrow swath is considered to be on the order of 50-500 km.  The wide swath is considered to be on the 
order of 1500 km. 
2. Numbers in parentheses refer to geophysical parameters in column 4 that determine the error/measurement constraints. 
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4. Science Questions & Geophysical Parameters 
Improving our ability to predict changes in the Earth hydrologic cycle and energy balance 

(the ACE-CAP objective) ultimately requires improving our understanding of the processes that 
generate clouds and precipitation, including interactions with aerosols.  Much of the interaction 
between cloud, aerosol and precipitation occurs at the microphysical level, where cloud particle 
nucleation, growth, coalescence, and evaporation takes place.  Thus, in addition to traditional 
measurements of macrophysical (such as cloud-top-height) and radiative properties (e.g., cloud 
optical thickness, aerosol single-scattering albedo), it is critical that ACE obtain information on 
the microphysics of clouds, aerosols and precipitation throughout the depth of the atmosphere. 

In a broad sense, the goal of the ACE mission is to provide observations that allow us to 
determine: 

1. How do distributions of cloud and precipitation macrophysical, microphysical, and 
radiative properties differ as a function of the thermodynamic and dynamic environment? 
and 

2. How do these property distributions differ with changes in aerosol properties? 

In particular, vertically-resolved observations of the distribution of cloud ice and liquid 
water content, characterization of cloud and precipitation particle sizes, discrimination of cloud 
phase, cloud radiative properties, aerosol number concentration, and characterizations of aerosol 
type are needed and requirements for them are listed in the STM (Table 2.1).  In addition, the 
thermodynamic and dynamic environment in which these systems are embedded must also be 
known from models reanalyses or ancillary measurements. 

The overarching ACE objective stated above is expanded here into a set of specific 
science questions that are subdivided by cloud genre as a way of identifying those processes 
critical to understanding how the hydrological and energy cycles of Earth’s atmosphere are likely 
to change and how changing aerosol might affect such changes.  These questions also serve as an 
important means to trace from the science objective to the measurement objectives/requirements 
that lead naturally into instrument requirements. The requirements for geophysical parameters 
need to be traceable to physically meaningful and scientifically defensible standards. Appendix 1 
outlines the approach used to estimate the requirements placed on the geophysical parameters 
listed in the following tables. As clouds systems have different spatial and temporal scales, this 
section discusses the ACE objectives with reference to particular cloud systems: cirrus, 
convection, boundary layer, midlatitude and polar clouds. 

A.  Cirrus 
Cirrus play a complex role in the Earth’s hydrological and energy cycles.  Composed of 

relatively low concentrations of larger particles compared to most liquid clouds, the low water 
contents typical of cirrus are challenging to characterize with remote sensors, yet play a major 
role in heating the upper troposphere or, more precisely, in modulating the energy loss to space 
from the earth-atmosphere system.  Furthermore the properties of radiatively important cirrus 
cover an enormous dynamic range extending from being barely visible to thick convective 
anvils. Given these considerations, the cross cutting science questions that will be important for 
understanding the role of these clouds are captured in the following table.    
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Table 3A.  Cirrus Science questions, the category of the question for reference to STM and the 
critical geophysical parameters in the STM (see Table 2.1, column 4) needed to address that question. 
 
Science Question Category Critical 

Geophysical 
Parameters 

A.1 What are the influences of upper tropospheric clouds on the 
radiative balance of the atmosphere and surface, and how do these 
influences affect convection and the general circulation?  

Energetics 1,2,3,7,9 

A.2 What is the role of cirrus in the water budget of the tropical 
atmosphere? 

Microphysics 1,2, 5, 11 14 

A.3 How are these roles shaped by microphysical processes and 
changes to the dynamical and thermodynamical settings in which 
they form? What are the feedbacks between microphysics, cloud 
mesoscale dynamics and large scale dynamics? 

Microphysics 
 

1,2, 6, 10 

A.4 How do the cirrus that form in the tropical tropopause layer 
(TTL) affect the water vapor concentration of air entering the low  
tropical stratosphere? 

Microphysics 1, 11, 14, 15 

 
 
 

B. Deep Convection 
Convection is essential to many interactions of the physical climate system (Arakawa, 

2004) and to the feedback mechanisms that modulate it (Stephens, 2005). Deep convection is not 
only a predominant contributor to the hydrological cycle in many regions of the world through 
the precipitation it produces, deep convection is also important to the planet's energy balance via 
the latent heating released and via the effects on radiation by the clouds generated as a byproduct 
of convection. Despite the fundamental importance of convection, its unrealistic representation 
in climate models is a major source of model uncertainty.  More recent model developments 
have moved away from empirical parameterizations that lack cloud and rain water toward the 
development of global cloud-resolving models that resolve convection explicitly. 

Recent studies suggest the macrophysical structure of convection and precipitation falling 
from convection is highly sensitive to details of microphysical processes and aerosol influences 
on these processes. In many cases, this sensitivity is manifest in the modulation of ice initiation, 
i.e., glaciation. In warm convective clouds, a consistent picture seems to be emerging from both 
model and observations suggesting that the coalescence process is delayed and precipitation 
occurrence is reduced in shallow convective clouds that form in high aerosol air. Aerosol effects 
on deep convection, however, are much more uncertain especially in relation to aerosol effects 
on ice processes. The evidence is mounting that the character of convection is highly sensitive to 
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microphysical processes and the need for better understanding of these processes and their 
relation to the cloud dynamics is essential for understanding the links between aerosol and 
precipitation and how the global hydrological cycle might change with climate change.  

 
Science Question Category Critical Geophysical 

Parameters 
B.1 How does macrophysical structure of deep 
convection, anvil characteristics, proportion of 
convective to stratiform precipitation, precipitation 
efficiency, upper tropospheric ice production, etc dif  
as a function of the large scale thermodynamic and 
dynamic forcings? How do these macrophysical 
properties of convection differ between the tropics a  
extra tropics, land versus ocean?  
 

Morphology 1,2,3,6,7,9 

B.2 How do the microphysical properties of convect  
clouds vary as a function of the large scale 
thermodynamic and dynamic forcings?  
 

Microphysics 8,10,11,12,13,17 

B.3 What are the essential cloud radiative feedbacks  
tropical convection and how are these feedbacks 
influenced by ice microphysics? 

Energetics 10,11,12,15-18,20 

B.4 How do aerosols affect the macrophysical and 
microphysical structures of convective clouds and 
storms? What are the principal ways aerosol affect th  
precipitation of such storms? 

Aerosol 6,8,10,11,12,13,19 

Table 3B.  Deep Convection Science questions, the category of the question for reference to STM and 
the critical geophysical parameters in the STM needed to address that question. 
 

C. Boundary Layer Clouds (Stratocumulus and Cumulus)  
Boundary-layer and other low-level clouds outside the Polar Regions have a large cooling 

impact on the Earth because they reflect sunlight back to space while having a relatively small 
impact on thermal emission. Climate simulations suggest a strong cloud radiative feedback as 
boundary-layer clouds respond to changes in the large-scale subsidence rate, but this response 
varies widely amongst climate models and hence is a large source of uncertainty in global cloud 
feedback and climate sensitivity (Bony et al., 2006).  Estimates of aerosol effects on clouds are 
also highly sensitive to the boundary-layer cloud representation in climate models (Forster et al., 
2007).  A variety of mechanisms have been proposed by which clouds and aerosols influence 
each other and the dynamical setting in which they coexist. Aerosols influence boundary-layer 
clouds through solar absorption (the so-called semi-direct aerosol effect) and through droplet 
nucleation (that is, indirect aerosol effects).  Studies have shown that increases in aerosols can 
lead to enhanced droplet nucleation which (in some cases) result in reduced droplet size, 
increased cloud reflectance, suppression of warm rain processes, increases in liquid water 
content, increases in cloud height, and increases in cloud lifetime.  ACE will address the 
underlying mechanisms for how aerosols and boundary layer clouds interact with each other and 
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the environment in which they exist, and in particular how aerosols affect cloud formation and 
dissipation through modulation of the precipitation process.   This will be accomplished by 
improving the retrievals aerosol and cloud microphysical properties in near vicinity (rather than, 
for example, only conducting aerosol retrievals far from clouds as is often done now) while 
jointly capturing precipitation properties.   This aspect of the ACE mission is discussed further in 
Appendix 2.   

Science Question Category Critical 
Geophysical 
Parameters 

C.1 How do aerosols and their perturbations from nominal 
background amounts and types affect the life cycle of 
boundary-layer clouds with regard to their macrophysical, 
microphysical, and optical properties? 

Aerosol 1,2,5,7,12,14 

C.2 How do aerosols affect the initiation and occurrence of 
drizzle and precipitation in boundary-layer clouds?    
 

Microphysics 
Aerosol 

5,9,13,19 

C.3 How do boundary-layer clouds respond to changes in the 
large-scale dynamical setting in which they form and do 
aerosol-induced changes alter these cloud-dynamic 
interactions? 

Morphology 
Aerosol 

1,2,4,7,11, 18 

C.4 What are the key mechanisms by which boundary layer 
clouds process aerosols and influence the vertical profile of 
aerosol physical and optical properties? 

Aerosol 5, 9, 12, 13,15, 1  
20 

   
Table 3C.  Boundary Layer Cloud Science Questions, the category of the question for reference to 
STM and the criticial geophysical parameters in the STM needed to address that question. 

D. Midlatitude Frontal Clouds 
Baroclinically-forced cyclones of the middle latitudes play a key role in transporting heat 

between the tropics and the polar regions, contribute a major fraction of all precipitation that falls 
poleward of the subtropics during all seasons over oceans and from late autumn through early 
spring over the continents. These systems also influence the energy balance of the middle 
latitude oceans through changes to the mixed layer salinity by evaporation and precipitation and 
by modulating the absorbed solar radiation and the emitted thermal radiation. While the 
important role of these cloud systems in hydrological and radiative processes is known, the 
representation of these clouds in climate models is severely lacking.  Williams and Tselioudis, 
(2007) showed recently that present day climate models differ markedly from measurements in 
their representation of middle latitude cyclonic systems. 

A key goal of this aspect of ACE is to elucidate the role of the cloud systems associated 
with middle latitude storms in maintaining the energy balance of the climate system and in 
producing the precipitation that is necessary for much of the agriculture in the middle latitude 
continental regions. Specific questions included in Table 3D. 
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E. Polar Clouds 
Understanding the seasonal and annual cycles of polar cloud properties and monitoring 

longer-timescale variability will be one of the most important outcomes of extending the A-Train 
data records.  Overall, improved understanding, measurement, and attribution of polar climate 
change and improved polar climate modeling skill both rely upon significantly improving our 
understanding of polar cloud microphysical properties and their relationship to aerosol 
properties. The remote nature of the poles and the benefits of combining active and passive 
remote sensing over polar surfaces will make the ACE data set crucial to answering the questions 
listed in Table 3E.  Relevant measurements will include vertical profiles of aerosol, cloud liquid, 

Science Question Category Critical Geophysical 
Parameters 

D.1 What role does the seasonal cycle of 
middle latitude cloud radiative forcing play in 
the poleward transport of sensible heat and 
how is this radiative forcing partitioned 
between cloud types such as cirrus, 
nimbostratus, etc.? 

Morphology 
Energetics 

1, 2, 7, 11,13, 15, 18, 19 

D.2 What are the relationships between the 
large-scale dynamics, the microphysical 
properties of clouds through the vertical 
column, and the resulting surface 
precipitation in these systems?   
 

Morphology 
Microphysics 

1,4,5, 8, 9, 11, 14 

D.3 Does the heavy aerosol burden in the 
northern midlatitudes play a significant role in 
influencing the hydrologic responses of these 
cloud systems to large-scale dynamics? 

Microphyiscs 1,4, 5, 9-12, 16, 17 

Table 3D.  Middle Latitude Frontal Cloud Science questions, the category of the question for 
reference to STM and the criticial geophysical parameters in the STM needed to address that 

 
 

Science Question Category Critical Geophysical 
Parameters 

E.1 How are polar clouds connected to the polar 
climate systems? 

Morphology 
Microphysics 

1,4, 5, 7, 9, 10, 11, 14, 
15 

E.2 How are aerosols influencing polar cloud and 
precipitation properties? 

Aerosol 4,5,7,9, 10 

E.3 What is the connection between aerosols, 
clouds, and the Arctic hydrologic cycle, 
especially over sea ice? 

Microphysics 
Aerosol 

5, 6, 7, 9, 10, 11 

E.4 Are aerosol properties correlated with cloud 
and environmental properties in a manner that is 
consistent with current climate models? 

Microphysics 
Energetics 

4, 5, 7, 9, 10 

Table 3E.  Polar Cloud Science questions, the category of the question for reference to STM and th  
critical geophysical parameters in the STM needed to address that question. 
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cloud ice and precipitation properties, including their temporal and spatial distribution through 
polar day and night. 

5. Measurement Strategy 
Understanding climate and predicting changes in the hydrologic cycle requires 

understanding the processes that generate clouds and precipitation. A large set of observations of 
cloud, aerosol and precipitation properties over a wide range of atmospheric conditions are 
necessary to unravel the relationships of these complex processes.   

Much of the interaction between cloud, aerosol and precipitation occurs at the 
microphysical level, where cloud particle nucleation, growth, coalescence, and evaporation takes 
place.  Thus, in addition to traditional retrievals of macrophysical and radiative properties 
(cloud-top-height, cloud and aerosol single-scattering albedo, optical thickness), it is critical to 
obtain information on the microphysics of clouds, aerosols and precipitation through the depth of 
the atmosphere in which they exist. In particular, the science questions posed above require 
vertically-resolved observations of the distribution of cloud ice and liquid water content, 
characterization of cloud and precipitation particle sizes, discrimination of cloud phase and 
aerosol and hydrometeor number concentration, and characterization of aerosol type (including 
information on aerosol optical and compositional properties) along with the meteorological 
conditions of the observed scene.  

Our measurement strategy for ACE is to assume a “two swath” approach, where 
vertically pointing radar and lidar, as well as high resolution imager data provide observations on 
a “narrow swath” whose width is to be determined but will be on the order of several 10’s of km, 
while lower resolution observations from a variety of passive systems, including microwave and 
sub-millimeter wavelengths, while crucial for detailed retrievals along the nadir swath also 
provide additional context over a much larger domain (again width is TBD but is expected to be 
on the order 1500 km).  

With regard to the narrow swath, the power of combining spectral radiance data from 
passive sensors with active instruments (lidar and radar) continues to be demonstrated. 
Fascinating new results on cloud and rain microphysics and the interaction of aerosol and clouds 
is just beginning to emerge from this combination of measurements. Improvements in instrument 
capabilities (Table 4.1) for ACE will significantly enhance retrieval capability. 

With regard to wide swath observations, the representation of processes affecting cloud 
properties cannot necessarily be captured by instantaneous measurements in a narrow vertical 
swath since the temporal/spatial history of the relevant influences can come from well beyond 
the active curtain. It is critical that ACE be capable of passive observations across a range of 
horizontal scales so as to capture the larger cloud, aerosol, and meteorological context (i.e. 
synoptic circulation patterns) for which the specialized curtain retrievals are obtained. Further, 
large-scale cloud observations allow for the feasibility of supporting process-oriented case 
studies and events of interest (e.g., aerosol production and advection events, interactions with 
isolated/inhomogeneous cloud fields, etc.) that have historically been important in model 
development. While we anticipate new understandings through joint analysis of large-scale 
observations and analyzed dynamical fields from global models, retrievals on scales much larger 
than the narrow swath (of active sensors) also enable cloud assimilation which we envision as a 
pathway to model improvement since assimilation analysis provides meaningful insight into 
physical processes and model diagnostics. Finally, we desire swath coverage commensurate with 
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aerosol observations, i.e., off-curtain aerosol retrievals ought to be accompanied by best cloud 
retrievals possible for process and correlative studies. 

There is a clear synergy between our wide and narrow swath objectives. While the wide 
swath information will be less detailed, the contextual information that the wide swath can 
provide to the narrow will ultimately be important for the reasons cited above. The two-swath 
justification is represented in the Science Traceability Matrix (Table 2.1). 

Determination of the cloud, aerosol and precipitation microphysical properties from 
space is challenging. These properties result from a distribution of particles which have many 
degrees of freedom including a wide range of sizes and large spatial variations (including in the 
vertical) and therefore cannot be accurately determined using observations from any single 
satellite instrument. For example, while one can estimate the vertical profile of cloud water 
content of a non-precipitating cloud from millimeter-wavelength radar observations of cloud 
reflectivity alone, this estimate is very uncertain because the radar-reflectivity is a strong 
function of both the sizes of the cloud particles and the amount of water.  Thus, retrieving the 
water content using only radar-reflectivity observations requires making assumptions about the 
sizes of the cloud particles.  Even in the simple case of ice-only cirrus clouds, for example, the 
uncertainty in the radar-only ice water content can be more than 100%.  The uncertainty in the 
IWC retrieval can be reduced by a factor of 3 if the retrieval is constrained by observations of 
IWP from other measurements at the sub-millimeter wavelengths, for instance.   Therefore, our 
strategy is to obtain multiple observational constraints on the cloud, aerosol and precipitation 
microphysical properties using carefully collocated measurements from a combination of 
synergistic active and passive instruments.  Table 4.1 lists the potential instruments and 
associated measurements and how observations from these instruments help constrain 
microphysical retrievals.     

 
Instrument 
 

Measurement 
 

Cloud Microphysical 
Constraint 

Additional 
Information 

High Spectral  
Resolution Lidar  
(HSRL)  
Table x.2 

Extinction  
 

2nd moment of cloud drop size  
distribution 

Produces extremely valuable direct evaluation of cloud  
aerosol) extinction.   No backscatter to extinction  
assumption is required. 
 
Also provides information on cloud-top-height and mor   
generally insight into structure of thin cloud. 

94 GHz  
Radar 
Table X.1 

Radar Reflectivity 6th moment of cloud drop size  
disribution for particles less t 
han ~ 0.3 mm 

Difference in response of 95/35 GHz radar reflectivity a  
Doppler velocity for larger particles (> ~0.3 mm) can  
be used to identify the presence of such particles and he  
characterize the microphysics of this part of the distribu  

 
 

Doppler Velocity 
 

2nd/3rd moment of drop size  
distribution (weighted by 
 94 GHz reflectivity). 
 

Doppler velocity is a measure of total velocity of the clo  
particles. In convective cores, the velocity is dominated 
 by cloud vertical motion.   In most other conditions, the  
velocity can be separated into contributions from particl  
 fall velocity and cloud motion. 
 
Cloud liquid water drops generally fall too slowly to be  
measured via this technique but is very useful for 
identification, and characterization of ice clouds, snow, 
 drizzle, and rain. 
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 Path Integrated  
Attenuation 

Total column liquid water path. One can use surface reflectance to estimate total  
attenuation in the radar in the column, when the radar 
 is not totally attenuated.   The attenuation is determined 
 largely by the amount of liquid water  
(cloud and precipitation) in the column.   

35 GHz 
Radar 
Table X.1 

Radar Reflectivity 
 

6th moment of cloud drop size  
distribution for particles less  
than ~1 mm 

See above, 94 GHz radar  

 Doppler Velocity 2nd/3rd moment of drop size 
distribution (weighted by 35 GH  
reflectivity) 

 

 Path Integrated Attenu  Total column liquid water path. Differential attenuation with respect to 94 GHz is  
likely to prove useful in identification of cloud and  
precipitation type (phase) and retrieval of precipitation  
water content. 

High Resolution 
Multi-angle Imagin  
Polarimeter 
(UV, Visible, and 
Shotwave Infrared) 
Table X.3 

UV, Visible and 
shortwave infrared  
radiances at multiple v  
angles. 
 
Polarized reflectances  
some visible waveleng  

Cloud phase near “cloud top”  
(in region of cloud where bulk  
of visible light is reflected) 
 
Radiative-effective ice cloud-ha  
(constrains possible/likely  
cloud habit mixtures) near  
“cloud top”. 
 
Column albedo  
 
(2nd  moment of drop size  
distribution near cloud top). 
effective radius near cloud top. 

Multi-view-angle imagery can also be used with  
stereo-imaging technique to derive cloud top height.  
 This approach is insensitive to calibration and does  
not rely on any assumptions regarding atmospheric 
 temperature lapse rate. The approach works well excep  
 for exceptionally diffuse high clouds, representing a 
 failure rate of only a few percent.   50 m resolution  
images can be used to determine cloud-top-height  
with precision of about 50 m assuming view angles 
 at +/- 45 degrees from nadir.  
 

Passive Microwave 
Radiometer 
Channels at: 
10.65, 18.7, 23.8, 3  
89, 166.5, 183±3, 1  
GHz 
Table X.4 

Microwave brightness 
temperatures 
 

Column liquid water path (3rd 
moment of drop size distribution   
Column water vapor path 
Surface precipitation rate 

Column constraint 
 
Will provide wide-swath / cloud system context to 
 narrow-swath observations and in particular  
information on precipitation. 
 

Passive 
Sub-mm 
Radiometer 
Channels at high 
frequency:  
325.15, 448.00, 642  
874.40 GHz 
Table X.5 

Brightness temperature Column ice and size constraint  
for ice clouds; proportional to  
the 3rd moment of particle size 
distribution 
 

Column constraint 
 
Will provide wide-swath / cloud system context to 
 narrow-swath observations. 

Wide-Swath 
Infrared 
Radiometer 
Table X.X 
 
 

Infrared - radiances 
 
 

Infrared emission; related to  
cloud temperature (altitude),  
phase, and particle size  
(near cloud top). 
 
 

Support ocean color and extended-region aerosol work. 
 
Supply contextual information. 
 
Infer cloud-top-heights and optical properties of the  
broad cloud system. 
 
Support night time operations (IR approach can be used 
 to estimate cloud top heights using during day and nigh  
 
Large 2.1 um vs. 3.7 um retrievals in boundary-layer  
clouds appear to provide detection of drizzle/precip. mo   
 

Table 4.1 –ACE Instrument and Measurements and their contribution to Level 1 Geophysical Parameters. 
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6. Summary  
Addressing the impact on human societies due to a changing global climate system 

requires levels of accuracy in prediction of temperature and precipitation that are presently well 
beyond the capability of current-day simulation tools.  Simply increasing the computational 
resources available for climate modeling (i.e. increasing the resolution), while necessary, is by 
no means sufficient to improve the simulation accuracy to the level required for developing 
robust public policy in response to climate change.  What is lacking is a fundamental ability to 
model the cycling of water and energy through the climate system.  This cycling ultimately 
occurs at the particle level where aerosols grow to cloud droplets in saturated updrafts that may 
eventually become precipitation.  An understanding of these processes is fundamental to proper 
climate change prediction yet this understanding does not now exist and therefore cannot be 
simulated.   

We have considered what observational constraints on climate processes will be 
necessary to simulate the climate system at the end of the 2nd decade of the 21st century given the 
present trajectory in computer power. The observational system described in this document is the 
result of that process. The essence of this problem, even when considering a single small 
atmospheric volume, is complicated and requires several measurements that provide independent 
information regarding the characteristics of the size distribution of aerosol, cloud, and 
precipitation particles within a volume.  This requirement for multiple independent 
measurements within cloudy volumes will drive the cost and complexity of the ACE mission, yet 
such complexity is absolutely necessary to meet the fundamental goals of the ACE CAP mission 
which is to improve representation of the hydrological cycle in global models.  Such an 
investment is absolutely required if progress is to be made.        
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Appendix A. Justification for Geophysical Parameters 
The requirements for geophysical parameters need to be traceable to physically 

meaningful and scientifically defensible standards.  Since heating by clouds and precipitation is a 
fundamental component of the hydrological cycle feedbacks in the atmosphere (Stephens et al., 
2005), we attempt to link our geophysical requirements to cloud-induced heating rates – 
hereafter termed cloud forcing.  This forcing can include radiative as well as latent heating.  For 
most clouds, the predominant heating would be the radiative component, however, the heating 
from deep cumulus and frontal clouds can be predominantly derived from latent heating.  

We define 1 K/day/km as a reference cloud forcing to which we link our geophysical 
parameter requirements.  This magnitude of cloud forcing is approximately 1/3 to ½ that of the 
clear sky cooling rate in the tropical troposphere below 10 km so that a cloud-induced heating of 
this magnitude would offset the clear sky cooling by 30-50%.  We consider this reference forcing 
to be a target accuracy that would be found by aggregating heating rates over a period of 24 
hours at a particular location or over an equivalent synoptic spatial scale.  With this accuracy 
requirement established, and recognizing that the heating rate is a vertical convergence of radiant 
flux, we can ask to what precision must the net flux be determined over our working vertical 
scale to achieve an accuracy of 1 K/day/km.  Ignoring 3-d radiative effects, we assume that cloud 
heating can only occur in cloudy columns so some estimate of the cloud fractional coverage is 
needed.  Also, depending on the cloud properties, the heating is very often not distributed evenly 
through the cloud layer but is confined to the first 1-2 optical depths from the cloud boundary.  
These two criteria have the effect of concentrating the heating into smaller volumes effectively 
relaxing the precision required in the inferred geophysical parameters as will become obvious in 
the following paragraphs.  

 Using cirrus clouds as an example, we assume a coverage on the order of 20%, and that 
the heating is confined to the lowest few hundred meters from the layer boundary. Then, 25-30 
K/day would be the target cloud forcing precision of an individual measurement. We can 
estimate the precision necessary in up or downwelling flux to obtain such a heating rate precision 
(Mace et al., 2006) using standard error propagation techniques. Since the cloud radiative forcing 
is the convergence of net radiant flux into a volume, we approximate the vertical derivative with 
a simple centered difference formula: 
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constant pressure, and z is the height and the subscripts +1 and -1 indicate the vertical levels above 
and below a level of interest.  We are also primarily interested in the effects of clouds and, therefore, 
difference Hy in cloudy skies with a calculation that has cloud removed with no other changes to the 
temperature or moisture profiles.  Considering only the first and second order terms that would 
contribute to the uncertainty in H, we can write,  
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y is taken to mean either the solar or IR flux. The terms in the first parenthetical expression are a 
function of the uncertainties at the layer.  The terms in the second parenthetical expression represent 
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error covariances between upwelling and downwelling fluxes and are assumed to be approximately 
represented by the error covariances of the up- and downwelling fluxes at the TOA and surface.  With 
these approximations, we write 

[ ]22
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2 34
↓↑+

∆
≅ FFF

p
H cz

σσ
ρ

σ .    (2) 

In the analysis of the error covariance, we find a negative correlation between the downwelling 
surface radiation flux errors and the upwelling TOA flux errors.  This negative correlation makes 
intuitive sense since an error resulting in too much (little) flux at the surface would imply (in the 
solar case) a cloud albedo that is too low (high) leading to too little (much) flux at the TOA 
compared to reality.  The negative error covariance has the interesting implication of mitigating 
the heating error that would arise if the covariance were not included in equation 2.   

If we further simplify equation 2 and assume that the up and downwelling errors would 
be the same, then we can solve for the allowable error in the flux: 
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The flux precision (6.5 W m2 for cirrus) is a very important but highly uncertain 
quantity. It connects our target accuracy of 1K/day/Km to the precision of a radiant flux derived 
from geophysical parameters that are in turn derived from measurements. We estimate that the 
uncertainty in sigma_F is on the order of 50% given the assumptions made in its derivation. 
While we have used cirrus as an example, the approach can be generalized by defining a typical 
fractional cloud coverage, and estimating over what fraction of a 1 km scale, the heating would 
be confined given a typical optical density of the cloud type of interest.  The question to be 
addressed now is how this requirement projects onto precision requirements for geophysical 
parameters. This could be accomplished in several ways.  We adopt a simple approach of 
considering cloud properties (water content, particle size, and number densities) that are typical 
of the cloud type of interest.  From these typical properties, we can ask to what precision must 
the properties be inferred to achieve the previously identified flux precision that is derived from 
the 1 K/day/km accuracy requirement.   

Continuing with cirrus clouds as an example, ground-based remote sensing data suggest 
that cirrus layers with IWP of approximately 20 g/m2 have the most significant influence on the 
radiation budget.  This is determined by convolving the frequency of occurrence of IWP with the 
radiative impact of cirrus as a function of IWP.  According to the radiative parameterization of 
Fu (1998), assuming a 30 micron effective radius and a typical layer thickness of 1.5 km such 
layers have infrared optical depths on the order of 1.  Using the sensitivity study of Vogelmann 
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and Ackerman (1995) and assuming a typical value for upwelling IR flux of 240 W/m2, a 
requirement of 6.5 W/m2 scales to an infrared optical depth precision requirement of 
approximately 10%.   Holding the particle size constant, a precision requirement in IWP of 
approximately 2 g/m2 or 0.001 g/m3 in IWC is determined (assuming a typical layer thickness of 
2 km).  These precision targets are approximately 10% of the assumed values using 20 g m2 as 
typical.  Similarly, holding IWP constant and allowing particle size to vary, we find that the 
particle size must be determined to within 3.5 microns to maintain the optical depth within 8.5% 
of the actual value – again this is roughly 10% of a typical particle size magnitude. 

For the macroscopic quantities, assuming that any error in cloud cover will be due to 
measurements sensitivity, we can ask what minimum sensitivity would allow us to sense layers 
that perturb the upwelling IR flux by an amount (i.e. 6.5 W/m2) that corresponds to the target 
accuracy of 1 K/day/km.    For cirrus we can quantify this requirement in terms of optical depth.  
Simple arguments (Stefan-Boltzmann law at a typical cirrus temperature) suggest that all cirrus 
above an IR optical depth of 0.05 or a visible optical depth of 0.1 would need to be measured.  
Given our present understanding of the distribution of cirrus properties in the atmosphere, this 
would include approximately 90% by occurrence of all cirrus (Comstock et al., 2002).  The 
present A-Train sensitivity exceeds this precision requirement when considering the capabilities 
of the CALIPSO lidar although not with the Cloudsat radar taken alone.  Our goal would be to 
observe 90% of all cirrus with a millimeter radar on ACE. The vertical resolution requirement 
can also be linked to a 6.5 W/m2 change in upwelling IR flux assuming a moist adiabatic lapse 
rate or about 400m.  Since cirrus are often horizontally extensive, we can link the horizontal 
resolution requirement to aircraft data analyses (i.e. Gultepe and Starr, 1995) that suggest much 
of the variability in these clouds occur on spatial scales exceeding several hundred meters.  

The logic described in the previous paragraphs is used to populate the geophysical 
requirements for cirrus.  With some modification, this logic can be extended to boundary layer 
clouds where we combine marine stratus, trade cumulus, and Arctic stratus in this discussion. 
These clouds are found to have a marked influence on the heat balance of the ocean mixed layer 
– especially in the subtropics (Bony et al., 2006) due to their albedo.  Since the primary effect of 
these clouds on the climate system due to reflection of incoming solar, we can set the precision 
target for derived radiative fluxes to be roughly 10% of the diurnally average solar flux at the 
surface or approximately 25 W/m2.  From an infrared perspective, these clouds tend to also cool 
the lower troposphere.  Using logic as for cirrus, we can estimate the IR heating rate error 
assuming that the majority of the heating occurs in the lowest 10’s of meters of the optically 
thick layers and that regional cloud coverage is on the order of 60-70%.  To meet our accuracy 
requirement of 1 K/day/Km, our instantaneous heating rate precision values would be on the 
order of 80 K/day at cloud base and top.  This, in turn is equivalent to an up and downwelling 
flux precision of 30 W/m2 – similar to the 10% surface solar flux requirement. 

With the radiative flux precision established, it is straightforward to map this requirement 
to geophysical parameters.  The analysis of Marchand et al. (2003) is particularly useful since 
they examine the sensitivity of downwelling solar fluxes on LWP uncertainties.  Typical water 
paths are found to be on the order of 100 g/m2 and particle sizes on the order of 10 microns 
(Marchand et al., 2003; Wood and Hartmann, 2007).   A 25-30 W/m2 flux precision for a 100 
g/m2 boundary layer cloud with effective particle size of 10 microns maps to a precision 
requirement in LWP of approximately 15 g/m2 (15%), a layer-mean effective radius precision of 
approximately 1.5 microns (15%), and an optical depth precision of approximately 4 (20%).  
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Assuming a vertical scale of 500 m, we can establish the LWC precision to approximately 25% 
of the typical value of 0.2 g/m3 or 0.05 g/m3 (here we have assumed there will be on average 5 
LWC measurements in each layer with the errors in LWC random and uncorrelated from each 
other). Similarly for the vertically resolved effective radius, a precision of 2.5 microns is 
required.  The extinction precision would need to be on the order of 10 /km to meet the optical 
depth precision requirements. 

Since these clouds tend to be geometrically thin (several hundred meters to 1 km) yet 
vary considerably in properties over this depth, it will be particularly important that their vertical 
structure is resolved adequately.  This will likely require vertical resolutions on the order of 100 
m to adequately resolve the variability of microphysical properties over the depth of the layer.   

Estimated aerosol effects on broken boundary layer clouds are used as the basis for 
deriving parameter requirements for aerosol number size distribution properties.  Large-eddy 
simulation (LES) of broken trade cumulus with size-resolved cloud and aerosol size distributions 
using the DHARMA model (Stevens et al., 2001, 2005; Duynkerke et al., 2004) were evaluated 
to estimate that ambient aerosol number concentrations in the lowermost 500 m of clear columns 
likely demonstrate similar percentage changes as dry aerosol properties over the 0.1–1 micron 
size range.  The mean daytime shortwave forcing induced by a cloud albedo change resulting 
from a 100% increase in droplet number concentration (all other aerosol properties identical, 
using droplets as a proxy for aerosol number) can be estimated in cloudy columns, assuming 
plane-parallel homogeneous cloud ayer with initial albedo of 0.5 over a non-reflecting surface, as 
∆CRF = –0.5S T2 ∆A, where 0.5S is mean insolation at a solar zenith angle of 60° (685 W/m2), 
T is atmospheric transmissivity (0.9), albedo change ∆A (0.058) is evaluated from A(1-
A)/3*ln(∆N/N) (Twomey, 1991), and therefore ∆CRF = –32 W/m2.  This can be related to 
surface flux precision under boundary layer cloudy columns if divided by transmissivity, giving 
–35 W/m2.  The LES results discussed above also indicate that in available well-defined case 
studies, simultaneous changes in cloud fraction and liquid water path tend to offset 
approximately two-thirds of the Twomey effect in cloud columns, giving a range of –11 to –35 
W/m2 as the range encompassed by a small set of available case studies and a reasonable back-
of-the-envelope calculation.  This range encompasses the 25–30 W/m2 precision target identified 
above for cloud properties, suggesting that the parameter requirement for aerosol number 
concentration in the 0.1–1 micron size range corresponds to cloudy-column radiative impacts 
that are roughly the same magnitude as the precision at which cloud properties are to be 
measured.  Simulated case studies also suggest that the parameter requirement for aerosol 
effective variance (50%) produces similar magnitude effects on cloud properties in most cases 
considered.  The parameter requirement for aerosol effective radius (10%) corresponds to less 
than a 50% change in effective variance for the aerosol cases considered and is therefore 
expected to produce radiative impacts no larger than the other target parameter requirements in 
the 0.1–1 micron size range. 

In the 1-10 micron size range, aerosol parameter requirements are more difficult to 
evaluate with either back-of-the-envelope calculations or simulations.  Only one simulated case 
study of broken trade cumulus considered here produced sufficient drizzle under any aerosol 
conditions.  We therefore adopt parameter requirements identical to the 0.1–1 micron size range 
and turn to the literature to suggest minimum detection threshold values of number concentration 
(Feingold et al., 1999; Lewis and Schwartz, 2004; Cheng et al., 2009). 
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Appendix B. Additional discussion on requirement for High-
resolution Boundary-layer retrievals 

A key component in understanding aerosol-cloud process is to understand how aerosol 
and cloud interact in the boundary layer (BL), where aerosols are often concentrated.  Dynamics 
have a strong influence on BL cloud properties and so separating changes due to dynamical 
differences from those induced by aerosols is particularly challenging.  The purpose of this 
appendix is to discuss the value of visible imagery with roughly 50 to 100 m resolution in 
achieving this goal for boundary layer clouds.   While imagery at the 50 to 100 m scales provides 
a variety of benefits over the 250 m scale (used, for example, by the current MODIS and MISR 
instruments), we focus here on aspects related to cloud detection and cloud optical and 
microphysical property retrieval. 

Before cloud or aerosol retrievals can be attempted one first needs to identify whether a 
cloud is present.    Unfortunately, this is difficult to achieve with a low false-detection and low 
failed-detection rate because boundary layer clouds are often observed to exist on small spatial 
scales (typically ranging from 10s of meters to a few kilometers) such that satellite pixels are 
often partially cloudy.  For example, Zhao and Di Girolamo (2006) examined 124 scenes 
containing only trade cumulus using 15 m observations from the ASTER instrument.  From the 
15 m data, these authors estimated the true cloud fraction for the 124 scenes as 8%.   Yet 
approximately 50% of all pixels at a scale of 1 km would contain some cloud.   When comparing 
MISR and MODIS operational cloud-masks (collected at the same time and over the same areas) 
the authors found that MISR detected 83% of the (at least partially) cloudy pixels (i.e., a 17% 
failed-detection-rate) and MODIS 62%. 

Figure 2.1 below, shows the failed and false detection rates for these same scenes as a 
function of imager resolution (again taking the 15 m data as the truth).   

 

 … Still working on this bit …  

 

These data suggest that imager resolution in the range of XXX can produce cloud 
detections with false and failed detection rates below 2% (at least in oceanic settings).   While 
cloud detection over land will no doubt remain more uncertain than over relatively uniform 
ocean surfaces, high resolution imagery can be expect to yield some improvements over land and 
it is also expected to be useful for land-surface property retrievals. 

Of course, broken cumulus represent a particularly difficult case and uncertainty in mean 
cloud cover is smaller over mid-latitudes oceans (which feature fewer small clouds) than in the 
subtopics and tropics (see below Figure 2.2).   Nonetheless cumulus clouds cover vast areas of 
the Earth and it is critical that models be able to capture the transition between stratus and 
cumulus if low-cloud feedback is to be correctly modeled in climate simulations.    

Once clouds or aerosols are detected, the next step is to determine the microphysical 
properties.  Here too XXX scale imagery can be expected to produce significant improvement 
above what has been achieved the current MODIS and MISR instruments. 

In regards to aerosols, studies suggest that there is a significant level of cloud 
“contamination” in current aerosol retrievals.   For example, Zhang et al. (2005) estimate 
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MODIS monthly mean aerosol optical depths may be biased 10 to 20 % high due to both 
unidentified small clouds and adjacency effect (light scattered off nearby clouds).   Wen et al. 
(2006, 2007) examined case studies showing adjency effects producing 40 to 140% errors, while 
Koren et al. (2008) suggests the false aerosol forcing on the order of 0.5 to 1 W/m2 due to clouds.  
There is also a concern that aerosol retrievals may be biased low in some situations because 
bright aerosols may be bypassed in an attempt to avoid cloud contamination. 

In regards to clouds, current satellite retrievals of boundary layer cloud liquid water and 
radiative effective radius rely largely on passive measurement and 1D radiative  transfer theory.   
Unfortunately, the scattering of visible light from many boundary layer clouds is not well 
described using 1D theory.  Numerous theoretical and observational studies show that the 1D 
assumption leads to significant errors in retrievals of both optical depth and effective radius  
(Chambers et al. 1997, Varnai and Marshak 2001, Marshak et al. 2006).    Marshak et al (2006) 
for example found that shadowing tends to increase effective radius retrievals more than (side) 
illumination decreases it; resulting in an overall bias toward larger effective radius that often 
goes in pair with underestimation of optical depth.   These authors also showed that subpixel 
clear sky contamination likewise lead to overestimate of effective radius.  Other studies such 
Horvath and Davis (2004) found most clouds do not fit 1D model at 9 MISR view angles (the 
percentage that are 1D-like varies from 5 to 30% depending on details of resolution, solar angle 
and other criteria) and more generally 1D theory is not satisfactory for fluxes (Welch and 
Wielicki 1984, Chambers et al. 2001).  

The seriousness of the situation is highlighted below in Figure 2.2, taken from a recently 
written manuscript by Marchand and Ackerman (submitted JGR 2009).   This figure compares 
cloud fractional coverage retrieved from the ISCCP, MISR and MODIS over ocean in 2001.   
ISCCP has a (nadir) resolution of approximately 4 km, while MISR and MODIS both have 
approximately 250 m resolution is some visible bands but produce a cloud mask at a 1 km scale.  
There is a large discrepancy between the fraction of pixels determined to be cloudy by the 
MODIS cloud mask (light blue dashed line; MOD35 product) and the fraction of pixels for 
which a cloud-optical-depth is derived (black dashed line; MOD08 product).   While a variety of 
factors contribute to the difference between the MOD35 and MOD08 coverage, the dominant 
factor is that the MOD08 optical-depth retrievals are not performed near the edges of clouds, 
where 1D theory is expected to produce poor results.   The figure demonstrates cloud edges 
represent a large fraction of all cloudy pixels and more importantly that limitations in retrieval 
due to 1D theory are significant at all latitudes.     
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Figure 2.2 – Zonally averaged total cloud fraction for 2001 over ocean retrieved from ISCCP, MISR, 
and MODIS TERRA instruments.   The MISR data (red dashed line) includes only clouds with an 
apparent (1D) optical depth larger than 0.3.    The light blue dashed line is taken from the MOD35 
product (the MODIS operational cloud-mask product) and includes all (day-time) clouds, while the 
black dashed line represent the fraction of clouds where optical-depth retrievals are performed (in the 
MODIS MOD08 cloud-properties product). 
 

A variety of approaches have been investigated in the past few years that account for the 
full 3D scattering of clouds (rather than relying on 1D theory) including Marshak et al. (1998), 
Faure et al. (2002), Iwabuchi and Hayasaka (2003), Cornet et al.  (2004, 2005, 2008), Marchand 
and Ackerman (2004), Zinner et al. (2006), and Evans et al. (2008).  All of these techniques 
show improvements over one-dimensional retrievals. Likewise, Kassianov and Ovtchinnik 
(2008) have recently published a technique for the retrieval of aerosol optical depth between 
bright cloud elements that directly includes 3D scattering by clouds.  Unfortunately, none of 
these retrievals has been widely applied nor has the benefit with resolution been studied 
systematically.   Nonetheless, these case studies do demonstrated that a resolution of 50 m can 
produce significant improvements while observations at 250 m are unlikely to make large 
improvements.    

In general, it is important that biases in the retrievals remain small and in principle one 
wants the biases to remain fixed with respect to changes in properties such as cloud cover.    
Such is clearly not the case with the current generation of boundary layer cloud property 
retrievals.    While much research is needed, the combination of high-resolution (visible) imagery 
with other ACE observations can be expected to substantially improve the situation.  
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Chapter 3. Aerosol Cloud Interactions 

1. Background 
Clouds and aerosol are tightly coupled in ways that affect climate. Clouds affect aerosol 

by transporting aerosol and their precursor gases upward, by hosting aqueous chemistry that 
produces aerosol mass within cloud droplets, and by removing aerosol from the atmosphere 
when clouds precipitate. Indeed, clouds are thought to be responsible for much of the vertical 
transport, the secondary production, and the removal of pollutants from the atmosphere 
(Chatfield and Crutzen, 1984; Dickerson et al., 1987; Pickering et al., 1996; Dibb et al., 1999a,b; 
Wang and Prinn, 2000; Ekman et al., 2006), and thus affect the concentrations and vertical 
distribution of aerosols and hence their direct radiative impact on the planetary energy balance. 

Aerosol particles affect clouds by serving as the seeds for nucleation of droplets and 
crystals and by absorbing sunlight and thereby heating the air and cooling the surface.  Droplet 
nucleation determines the droplet number concentration in many clouds and affects the droplet 
size distribution in all clouds. Droplet size affects the cloud particle surface area and hence cloud 
optical properties, and by affecting 
droplet settling and droplet collision 
it also affects precipitation and 
hence the liquid water content of 
clouds. There is also evidence that 
aerosol particles might also 
influence the intensity of updrafts 
and downdrafts in deep convective 
clouds (Rosenfeld et al., 2008). 
Crystal nucleation affects ice 
formation, crystal settling, and 
precipitation from clouds. The 
combined effect of these cloud 
changes due to nucleation on 
anthropogenic aerosol produces a 
change in the cloud radiative forcing 
that is referred to as the aerosol 
indirect effect on the planetary 
energy balance (Lohmann and 
Feichter, 2005).  

Solar heating by absorbing aerosol within clouds reduces the cloud liquid water content 
by suppressing condensation and by reducing turbulent transport of water from the surface into 
the clouds. The solar heating also drives circulations that might increase regional moisture 
convergence and precipitation, and reduces surface evaporation, which reduces global 
precipitation. The effect of solar heating by anthropogenic aerosol on clouds produces a change 
in cloud radiative forcing that is referred to as the aerosol semi-direct effect (Koren et al., 2004). 

Satellite observations (Rosenfeld et al., 2006) and theoretical models (Baker and 
Charlson, 1990) suggest full cloud-aerosol interactions can lead to dramatic transitions from 
relatively polluted slowly precipitating clouds to much cleaner rapidly precipitating clouds, but 
these transitions are poorly understood. 

 
Figure 3.1. True-color image of ship tracks in the 
northeastern Atlantic from MODIS Aqua on January 
27, 2003. 
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These processes operate 
across a wide range in spatial 
scales, from tens of meters for 
nucleation in cloud updrafts to 
global scales for remote effects 
of anthropogenic emissions. The 
effects of anthropogenic aerosol 
on clouds by these mechanisms 
are thought to produce a 
climatically significant radiative 
cooling of climate change 
(Forster et al., 2007), but the 
uncertainty is much greater than 
the uncertainty in radiative 
warming by anthropogenic 
greenhouse gases. For effects on 
precipitation the sign of the 
effect is not even known 
(Rosenfeld et al., 2008). 

2. Science 
Questions 

The ACE mission will 
provide the global measurements 
of clouds and aerosol needed to address questions related to aerosol effects on clouds, cloud 
effects on aerosol, and full cloud-aerosol interactions. The combination of ACE measurements, 
suborbital measurements and modeling will be used to address the following questions. 

1. How much do anthropogenic additions to natural aerosol affect the planetary energy 
balance via their influence on droplet and crystal nucleation? Answering this question 
requires information about both the natural and anthropogenic components of the aerosol 
and the microphysical and macrophysical properties of the clouds that determine the 
cloud optical properties and cloud radiative forcing. This question is of critical 
importance to determining the anthropogenic radiative forcing of climate change. 

2. How does the aerosol influence on clouds and precipitation via nucleation depend on 
cloud updraft velocity and cloud type? This question focuses on improved understanding 
of the processes that determine the aerosol effects on clouds and precipitation.  

3. How much does solar absorption by anthropogenic aerosol affect cloud radiative forcing 
and precipitation? (See aerosol question #4). This question involves a variety of 
processes operating on multiple spatial scales, including solar heating, surface 
evaporation, turbulence, large-scale circulation, and the global water budget. 

4. What are the key mechanisms by which clouds process aerosols and influence the vertical 
profile of aerosol physical and optical properties?  

5. What are the processes that cause a polluted non-precipitating airmass to rapidly change 
to a clean precipitating airmass?  This question addresses the full feedback of aerosol 
effects on clouds and cloud effects on aerosol. It has profound implications for effects of 
anthropogenic emissions on climate through droplet nucleation. 

Figure 3.2. Abrupt transition from stratocumulus to open-
cell convection in over the Southeast Pacific Ocean. 
Image Courtesy of the MODIS Science Team at NASA 
GSFC . 
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3. Objectives 
To address the above questions the following four objectives will be accomplished. 

1. Provide strong constraints on estimates of the sensitivity of cloud radiative forcing and 
precipitation to aerosol number density via droplet and crystal nucleation. 

2. Provide strong constraints on estimates of the sensitivity of cloud radiative forcing and 
precipitation to solar absorption by aerosol. 

3. Provide strong constraints on the influence of clouds on the vertical distributions of 
aerosol physical and optical properties. 

4. Understand the processes and thresholds controlling the rapid transition from a polluted 
non-precipitating airmass to a clean precipitating airmass. 

4. Approach 
Answering the five questions and achieving the four objectives will require a 

combination of cloud and aerosol measurements and modeling. ACE will provide the global 
measurements of clouds and aerosol needed to answer the questions. Suborbital measurements of 
aerosol within and below cloud will also be required to provide more definitive information 
where it is most needed. Modeling across a wide variety of spatial scales is also necessary to 
isolate anthropogenic effects. 

Although satellite data have been used to characterize the relationship between aerosol, 
clouds, and precipitation (Nakajima, et al., 2001; Breon et al., 2002; Sekiguchi et al., 2003; Shao 
and Liu, 2005; Stephens and Lebsock, 2009; Sorooshian et al., 2009), these data alone are not 
sufficient to quantify the aerosol indirect and semi-direct effects in part because it is not possible 
to separate natural and anthropogenic components of cloud condensation nuclei (CCN) 
concentration and absorbing aerosol from satellite measurements. Thus, most estimates of 
aerosol indirect and semi-direct effects are from aerosol models. These estimates are highly 
uncertain, due largely to the difficulty of constraining models with data (Lohmann and Lesins 
2002; Quaas et al., 2006; Lohman et al., 2007). In situ data from field experiments have proven 
useful for testing understanding of aerosol effects on clouds for selected conditions (Ackerman et 
al., 2000; Menon et al., 2003; Guo et al., 2007), but global satellite data are needed because the 
spatial distribution of the aerosol that affects clouds is heterogeneous. Only global data can 
characterize the regional variability of the aerosol and aerosol effects on clouds across the entire 
Earth.  Moreover, the large volume of global satellite data can provide the statistical sampling 
necessary to separate aerosol effects on clouds from cloud variations due to other influences. 

An effective approach to using satellite data to reduce uncertainty in estimates of aerosol 
indirect and semi-direct radiative effects is to use the data to evaluate (a) simulations of CCN 
concentration and aerosol absorption near clouds, (b) simulations of cloud microphysical and 
optical properties, and (c) the simulated relationship between aerosol and clouds. CCN and 
aerosol absorption retrievals will constrain estimates of aerosol sources, secondary aerosol 
formation, and aerosol removal in models. Cloud and precipitation retrievals will constrain the 
representation of cloud formation, evaporation, and precipitation in models. Retrievals of 
relationships will constrain the representation of the influence of the aerosol on clouds and the 
influence of the clouds on the aerosol (Lohmann and Lesins 2002; Quaas et al., 2006; Lohmann 
et al., 2007; Quaas et al., 2009; Sorooshian et al., 2009).  

Given the challenges of space-borne remote sensing, in situ measurements from aircraft 
will also play a vital role in constraining estimates of aerosol indirect effects. In situ 
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measurements will be used to constrain satellite and surface-based remote sensing of CCN 
concentration and composition, and will provide more definitive estimates of CCN concentration 
near the base of clouds and of droplet number concentration in clouds (Wilcox et al., 2006; Lu et 
al., 2007). In situ measurements are also essential for observing the evolution of clouds in 
different CCN environments, and for characterizing number concentrations and composition of 
ice nuclei. 

Surface-based remote sensing will also play a valuable role because surface instruments 
can see the aerosol near cloud base for much longer periods of time than is practical for airborne 
measurements (Feingold et al., 2003). 

All of these components, satellite remote sensing, modeling, in situ measurements and 
surface-based remote sensing, play important roles in obtaining information on aerosols, clouds 
and aerosol-cloud information.  However, it is the synthesis of these various tools that will 
answer the questions posed above and meet the stated objectives. 

5. Requirements on geophysical parameters 
The aerosol effect on clouds and the effect of clouds on aerosols can be detected and 

quantified by means of measurements of the cloud updraft velocity and variations in the aerosol 
absorption and the number concentration of aerosol particles acting as CCN near clouds and the 
associated change in the cloud albedo. Other measurable manifestations of the semi-direct and 
indirect effects include the change in the liquid water path, precipitation, and the cloud droplet 
size and number concentration. Although CCN concentration cannot be measured directly by 
remote sensing, it can be estimated from retrievals of the aerosol number concentration and the 
mean particle size and hygroscopicity.  The hygroscopicity is a known function of chemical 
composition. The CCN concentration is a function of supersaturation that depends on the updraft 
velocity as well as the aerosol properties, so it can be estimated given retrievals of updraft 
velocity. 

The indirect and semi-direct effects of the aerosol can be studied statistically, by 
establishing regional correlations between aerosol and cloud properties, and deterministically, by 
performing detailed simultaneous measurements of near-collocated aerosols and clouds. The 
former approach requires global remote sensing; active remote sensing is required to provide 
moderate vertical and horizontal resolution. The latter approach requires active remote sensing 
and possibly in situ measurements. To separate effects of large-scale conditions from 
microphysical effects, both approaches require information about large-scale conditions such as 
vertical motion, temperature and relative humidity that would be available from operational 
weather forecast analyses and (for the latter approach) in situ measurements. 

The geophysical parameters required to address the cloud-aerosol interactions objectives 
are summarized in Table 3.1. The left column of Table 3.1 lists the cloud and aerosol 
characteristics that are required to quantify the indirect and semi-direct effects of aerosols, 
whereas the right-hand column lists the minimum set of retrievable parameters that can be used 
to determine the required cloud and aerosol characteristics.  Most of the geophysical parameters 
have been identified as parameters needed to answer the cloud and aerosol science questions, 
leaving aerosol number concentration as the only parameter unique to cloud-aerosol interactions. 
The respective retrieval requirements listed in Appendix A include the cloud optical thickness 
and droplet size distribution as well as the column and vertically resolved aerosol optical 
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thickness, effective radius, effective variance, and the real part of the aerosol refractive index for 
each mode of a multimodal aerosol population. 

Required cloud and aerosol characteristics      Retrieved quantities 
 

 

Cloud albedo Ac(λ)                                 
Cloud particle effective radius reff,c         
Cloud particle number concentration Nc
Liquid water path 
Precipitating water                                  

 

 

 
 

 

 
 

    

 

τ c(λ)
reff,c

veff,c

 

 
 

 
 

   

Cloud updraft velocity                                                                        Doppler velocity 

 

Aerosol particle number concentration Na

Aerosol particle effective radius reff,c         
Aerosol chemical composition                  
Aerosol absorption                           

 

 

 
 

 

 
 

    

 

  

Na

τ a (λ)
reff,a

veff,a

ma (λ)
shape

 

 

 
 
 

 

 
 
 

  
For at least
two modes

 

 
Table 3.1  -- Quantification of the indirect and semi-direct aerosol effect 
 

Note that the cloud and aerosol particle number concentrations and absorption optical 
depth listed in the left-hand column of Table 3.1 are derived rather than directly retrieved 
quantities, i.e., deduced from the optical thickness and the particle extinction cross section (a 
function of size distribution, refractive index, and particle shape). Determining number 
concentrations at the necessary accuracy is very difficult to achieve because number 
concentrations that control CCN concentration are often dominated by particles much smaller 
than sensor wavelengths. Retrieval of the cloud droplet and aerosol size distributions and the 
aerosol refractive index with the necessary precision is unattainable with instruments based on 
radiometric measurements alone [Mishchenko et al. 1997a,b]; polarimetric measurements are 
required. Assuming rather than retrieving the effective variance of the cloud droplet and aerosol 
size distributions and the aerosol refractive index can lead to even larger errors in the retrieved 
number concentrations [Chowdhary et al. 2001].  

There are two additional challenges to retrieving the aerosol number concentration from 
space. First, the influence of water uptake on the aerosol optical signature must be removed. 
Schuster et al. (2009) have shown how the volume fraction of water on the hydrated aerosol can 
be estimated from the refractive index.  Given the volume fraction, it should be possible to 
isolate the dry aerosol signature from the wet signature and adjust the aerosol number 
concentration for dry conditions. Correction for humidification effects is also needed for the 
aerosol effective radius and composition as well as the number concentration. However, 
retrievals for ambient conditions are also useful for comparing with simulated properties of the 
humidified aerosol. 

A second fundamental challenge is the need to determine the aerosol concentration near 
cloud base, where droplets form. Vertically resolved measurements are essential at fine enough 
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horizontal resolution that the aerosol can be retrieved in the holes between clouds; for most 
purposes it is sufficient to simply distinguish between concentration in the boundary layer and 
within the free troposphere.  Removal of the water component of the aerosol at altitudes near that 
of the base of adjacent clouds is necessary because the aerosol water component is typically 
greatest at such altitudes. If we assume the concentration is uniform within the boundary layer it 
should be sufficient to simply remove the aerosol water component from the total aerosol within 
the boundary layer. 

Cloud updraft velocity varies on spatial scales of tens of meters in boundary layer clouds, 
which is probably unattainable from satellite. But for convective clouds spatial resolution of 1 
km might be sufficient. Suborbital measurements will be necessary for boundary layer clouds. 

Narrowing the uncertainties associated with aerosol indirect and semi-direct effects is in 
some ways a process study. However, to provide sufficient and representative statistics to 
constrain model-based estimates of aerosol-cloud interactions global spatial information is 
necessary. Imager information can be particularly helpful to identify and categorize different 
classes of cloud fields and transitions between polluted and clean conditions. 

6. Measurement requirements 
Chapters 1 and 2 provide detailed description of the instruments needed to retrieve the 

geophysical parameters that will properly constrain aerosol, cloud and precipitation 
characteristics.  These instruments include a multi-angle, multi-spectral imaging polarimeter, a 
high spectral resolution lidar, a 94 Ghz radar, and a passive microwave radiometer.  The details 
of these measurements and their required accuracies are given in the preceding chapters and in 
Appendices D and E.  

The specific objectives listed above for aerosol-cloud interaction and the need for 
accurate retrievals of parameters specified in Table 3.1 can be met with the same suite of 
proposed instruments, supplemented by sub-orbital observations.  From the aerosol perspective, 
the only additional geophysical parameter required for aerosol-cloud interaction that does not 
appear in the aerosol-only list is aerosol particle number concentration.  Current understanding of 
instrument capabilities suggest that retrievals of total column number concentration are possible 
using a multiangle, multispectral polarimeter and of vertically resolved number concentration 
can be obtained by a lidar measuring extinction profiles in 2 channels and backscattering profiles 
in 3 channels.    From the cloud perspective, no additional geophysical parameters other than 
those identified for characterizing clouds are necessary. 
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Chapter 4. Ocean Ecosystem and Carbon Cycle 

1. Introduction 
The Earth’s ecosystems are comprised of a myriad of physical, chemical, biological and 

ecological processes that create a variety of adaptive and resilient communities of organisms on 
both the land and in the sea.  These ecosystems are an integral part of the planet’s 
biogeochemical cycles (e.g., carbon, nitrogen, phosphorous, silica, iron, etc.), which, in turn, are 
coupled to and influence the planet’s climate through feedback processes, many of which are not 
clearly understood.  With the advent of satellite ocean color technology, the global distribution of 
marine biosphere properties such as chlorophyll concentration, water clarity, primary production, 
particle concentrations, and others can be routinely surveyed and monitored over time.  The data 
have been used, along with other biological and hydrographic data, to identify ocean 
biogeochemical provinces and to define the ecological geography of the ocean (Longhurst, 
1998).  These capabilities, along with improved measurements at sea and numerical models of 
ocean circulation and ecosystem dynamics, are revolutionizing our understanding of the marine 
biosphere and how it interacts with the rest of the Earth system.  The ACE ocean science 
objectives represent a major advance in ocean ecosystem and biogeochemical research and 
require a huge step forward from traditional satellite ocean color measurement capabilities.  In 
this chapter, the science objectives and rationale are outlined as are the commensurate 
measurement requirements. 

1.1. The Carbon Cycle 
In outlining the ACE mission, the Decadal Survey highlighted the need for continued 

measurement of marine primary production to refine estimates of the air-sea exchange of CO2 
and its long-term CO2 sequestration in the deep ocean.  Implicit in this requirement is the need to 
understand how marine ecosystems are changing and the corresponding temporal changes in the 
distribution and composition of phytoplankton and the processes that are regulating these.  
Figure 1 depicts the global carbon cycle with current estimates of the terrestrial, oceanic, and 
atmospheric reservoirs and fluxes.  The deep ocean is, by far, the largest reservoir of carbon 
readily available to the “active” component of the carbon cycle.  Of course, there are larger 
reservoirs in sedimentary rock formations and other geological deposits, but these are essentially 
unavailable except via the extraction and 
use of fossil fuels as shown in Figure 1.   
The net uptake of carbon by both the 
terrestrial and oceanic systems is 
relatively small representing the 
difference between much larger fluxes.  
Estimates of biological CO2 
incorporation through net primary 
production are similar (~50 GtC/yr) for 
global terrestrial and ocean systems, and 
are approximately matched by concurrent 
respiratory CO2 production and export to 
the deep sea.  The anthropogenic CO2 
source is 6.4 GtC/yr, with roughly half of 
this annual flux sequestered by ocean and terrestrial systems. Ocean uptake is mediated through 
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exchange with the overlying atmosphere, so as atmospheric CO2 concentrations rise, the ocean 
concentration adjusts accordingly; but ocean uptake is tied to the ocean’s bicarbonate system. 
Ocean biology modulates the bicarbonate system primarily through the uptake of CO2 by 
photosynthesis.  The surface equilibrium is disrupted by exchanges of carbon with the deep 
ocean.  These exchanges (Figure 2) are driven by ocean circulation (water mass subduction and 
convection) and the sinking particle fluxes (the so-called “biological pump”).  As Figure 2 
implies, the carbon pathways and transformations in the ocean are complex and depth dependent.  
Satellite observations are critical for measuring bio-optical and chemical properties near the 
surface and models are essential to understanding how ocean ecological processes ultimately 
modulate the air-sea fluxes and the exchanges with the deep ocean leading to the long-term 
sequestration of fossil fuel CO2.  Achieving an accurate quantification of the distribution, 
composition, and vertical fluxes of particles is a key objective of the ACE mission. 

The historical approach for quantifying 
ocean primary production was to develop 
algorithms based on chlorophyll concentrations, 
such as that introduced by Behrenfeld and 
Falkowski (1997).  Their algorithm also 
incorporated sea surface temperature (SST) and 
photosynthetically-available radiation (PAR), 
both of which are available with high accuracy 
from satellite observations.  A problem with 
deriving chlorophyll concentrations using 
ocean color is that other in-water constituents 
also absorb blue light, particularly colored 
dissolved organic matter (CDOM), and are 
ubiquitous in the surface ocean (Siegel et al, 
2005). The chlorophyll-a absorption peak is at 
443 nm, but CDOM absorption continues to 

increase at shorter wavelengths.  The CZCS did not have any bands in the near-UV which would 
have allowed for the separation of these pigments.  SeaWiFS, MODIS, and other “second 
generation” sensors have incorporated a band at 412 nm that allows the retrieval of CDOM (see 
Siegel et al. 2005).  The impact of this uncertainty is illustrated in Figure 3, which compares 
primary production estimates using the standard NASA chlorophyll algorithm (which does not 
account for spatio-temporal variability in CDOM) and chlorophyll derived from a reflectance 
inversion algorithm (Maritorena, et al., 2002) that resolves CDOM variability.  The difference in 
global annual production for these two chlorophyll estimates is roughly 16 GtC/yr, representing 
an uncertainty in annual ocean productivity of ~30%. Constraining this uncertainty requires 
extension of measurement bands into the near-ultraviolet (to reduce uncertainties in CDOM 
retrievals) and improved spectral resolution in the visible band to improve quantification of 
phytoplankton pigment absorption. 



 

 68 

  
In addition to the challenge of accurately retrieving surface phytoplankton pigment 

concentrations, current NPP algorithms do not accurately account for phytoplankton 
physiological variability.  Specifically, the concentration of phytoplankton pigments is a function 
of both the standing stock of phytoplankton (biomass) and their physiological state (which 
impacts intracellular pigment levels).  Without distinguishing these two sources of variability, 
accurate estimates of NPP cannot be made and consequently, neither can accurate estimates of 
change over time.  For example, if a decrease in surface chlorophyll is observed with increasing 
surface temperature (as found over the SeaWiFS record), the change could be associated with a 
decrease in NPP from decreasing stocks or growth rates or it could be associated with improved 
upper ocean light conditions (photoacclimation) that is may be paralleled by no change or even 
an increase in NPP.  One more recent approach for addressing these issues in remote sensing 
data was described by Behrenfeld et al. (2005) and Westberry et al. (2008).  In their approach, 
coincident remote sensing retrievals of particulate backscattering coefficients and pigment 
absorption were used to quantify phytoplankton carbon (C) biomass and physiological state 
(through Chl:C ratios).  While representing a significant conceptual step forward, this new 
approach remains compromised by inadequacies in current remote sensing and field 
measurement capacities.  In particular, relationships between particle backscattering and 
phytoplankton biomass are dependent on the composition and particle size distribution of 
plankton ecosystems.  Also, relationships between Chl:C and phytoplankton growth rates are 
sensitive to variations in the relative concentration of auxiliary photosynthetically active 
pigments.  Furthermore, direct field measurements of phytoplankton C concentrations for 
product validation are extremely difficult and time consuming and thus are rare in historical 
databases. Consequently our understanding of Chl:C and its relationships with growth rate and 
photoacclimation are largely limited to results from laboratory experimentation.  To address 
these serious issues, significant expansion of the UV-VIS spectral range and resolution of remote 
sensing measurements are required to adequately improve estimates of particle size distributions 
and phytoplankton pigment absorption.  To support these expanded remote sensing 
requirements, a significant and parallel effort is needed to establish field data sets of 
appropriate system properties (e.g., phytoplankton C, absorption:C ratios, growth rate, 
acclimation irradiance) for product validation. 
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The aforementioned developments (consistent with the ACE mission design) will make 
major contributions toward constraining ocean productivity assessments and the accurate 
interpretation of observed change, but represent only a portion of the ocean carbon system.  A 
more complete understanding of carbon budgets requires estimates not only of carbon fixation 
rates but of standing stocks of carbon as well, including particulate organic carbon (POC), 
particulate inorganic carbon (PIC), dissolved organic carbon (DOC), and dissolved inorganic 
carbon (DIC).  To this end, advances have already been made in developing algorithms for POC 
(Gardner et al., 2006 and Stramski et al., 2008), PIC (Gordon et al., 2001, Balch et al., 2005), 
and calcification rate (Balch et al., 2007) from remote sensing.  Applying one such algorithm to 
current remote sensing data, for example, Balch et al. (2005) estimated the standing stocks of 
particulate inorganic carbon (PIC, primarily calcite) and particulate organic carbon to be 19 
Mtons and 665 Mtons, respectively.  Balch et al. (2007) further estimated the annual mean 
calcification rate to be 1.6 GtC/yr, which is small compared to the primary production rate, yet 
important for understanding changes due to ocean acidification.  However, the efficiency of 
export of POC to PIC to the deep ocean must be factored in when considering the relative 
contribution to deep ocean carbon sequestration.  The global determination of DOC remains 
elusive as DOC concentrations are not simply related to CDOM (Siegel et al. 2002; Nelson et al. 
2010). However regional algorithms for estimating DOC for coastal regions influenced by 
terrestrial inputs have been successful (e.g., Del Castillo and Miller (2008) and Mannino et al., 
(2008)).  Given that DOC is the largest ocean organic carbon pool, tracking the global surface 
concentration distribution would be a significant achievement. DIC has no optical signature and 
its concentrations must be modeled by knowing the fluxes in and out of the DOC pool.  
Estimates of air-sea CO2 flux require ocean pCO2 values and an algorithm for the gas transfer 
function.  Signorini and McClain (2009) examined the global fluxes using the latest pCO2 
climatology (Takahashi et al., 2009) with various combinations of wind products and gas transfer 
functions.  The range of net flux values was 0.9-1.3 GtC/yr into the ocean which is somewhat 
less that that depicted in Figure 1.  The expanded capabilities of the ACE ocean radiometer will 
result in refined estimates of surface carbon pools(e.g., PIC, POC) and rates (e.g., NPP) which 
can be assimilated into global models to constrain the model estimates of carbon cycling in the 
water column and improve estimates of surface CO2 fluxes and carbon export to the deep ocean. 

1.2. Marine Ecosystems 
The world’s oceans represent a mosaic of unique biomes and biogeochemiscal provinces.  

Longhurst (1998) identified 56 pelagic provinces based on an examination of the seasonal cycles 
of phytoplankton production and zooplankton consumption.  While species composition can be 
diverse often a specific phytoplankton species or functional type dominates.  There are different 
ways of delineating these, e.g., size class (picoplankton, nanoplankton, etc.) and functional 
groups (diatoms, coccolithophores, Trichodesmium, cyanobacteria, etc.).  For instance in the 
subpolar North Atlantic, production early in the year is due primarily to diatoms, but later in the 
summer, coccolithophores become abundant, preferring more stratified conditions.  Thus, 
depending on the physical environment, availability of macro- and micro-nutrients, illumination, 
and the concentration of grazers, phytoplankton populations vary in their biomass, species 
composition, photosynthetic efficiency, etc.  These variations regulate primary production and, 
therefore, higher trophic levels within the ecosystem, and play an important role in the cycling of 
macro- and micro-nutrient concentrations.  Identifying these distributions and properties and how 
they change on seasonal and interannual time scales is key to understanding how ecosystems 
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function and how they respond to changes in the physical environment, whether natural or 
human-induced. 

Until recently, research on optical identification of specific species has focused on 
coccolithophores and Trichodesmium because of their rather unique spectral reflectance 
signatures.  Coccolithophores are made of calcite platelets and can be identified in satellite data 
because, at high concentrations, the reflectance is uniformly elevated across the spectrum.  
Global coccolithophore distributions were first assessed using CZCS data (Brown and Yoder, 
1994).  As discussed above, calcite can now be estimated from satellites and serves as an 
indicator of coccolithophore populations. However it is not an accurate indicator of viable 
coccolithophore cell cencentrations because much of the calcite is in the form of detached 
platelets.  Coccolithophores prefer stratified conditions and are susceptible to acidification.  
Thus, tracking calcite spatial distributions and concentrations over time will be a focus of future 
ecosystem research as it relates to climate change.  While this work may not require additional 
spectral coverage in the future, it does require accurate sensor calibration and stability 
monitoring. 

Another phytoplankton genus with a distinctive spectral signature is Trichodesmium, a 
cyanobacterium.  Trichodesmium have gas-filled vacuoles or trichomes, elevated specific 
absorption coefficients below 443 nm, and uniformly high particle backscatter coefficients in the 
visible spectrum.  Trichodesmium is nitrogen-fixing and can bloom in areas of low ambient 
nitrate.  Westberry et al. (2005) found that if the concentration of trichomes is sufficiently high 
(3200/l), detection by SeaWiFS is possible (and a sensor with greater SNRs could potentially 
detect lower concentrations).  Westberry and Siegel (2006) mapped the global distribution of 
Trichodesium, which was consistent with global geochemical inferences made by Deutsch et al. 
[2007], and estimated that the blooms fix 60 TgN/yr which is a four- to six-fold increase over 
estimates of just 20 years ago (Schlesinger, 1997). Based on the specific absorption spectrum, 
satellite observations below 412 nm should help improve quantification of Trichodesium 
concentrations. 

Going beyond coccolithophores and Trichodesium requires the separation of functional 
groups with different pigment compositions and, therefore, subtle differences in reflectance 
spectra.  Given the limited number of spectral bands that heritage sensors have, separation is a 
challenge and the uncertainties in the distributions must be high and are difficult to verify 
because only crude climatologies of species distributions are available.  Alvain et al. (2005) used 
in situ databases of reflectance, pigments, functional groups and SeaWiFS reflectances to 
estimate global open ocean distributions of haptophytes, Prochlorococcus, Synechococcus-like 
cyanobacteria (SLC), and diatoms. However, the number of phytoplankton species or size 
classes that can be estimated is currently limited by the number of SeaWiFS spectral bands. 

Enhancing the spectral resolution and spectral range of ocean color measurements can 
greatly enhance retrieved information on plankton composition.  The approach for using such 
information is referred to as “spectral derivative analysis” and has been demonstrated at ‘ground 
level’ by multiple investigators.  For example, Lee et al. (2007) used 400 hyperspectral (3 nm 
resolution) reflectance spectra from coastal and open ocean waters to examine taxonomic 
signatures in the first- and second-order derivatives.  Their analysis indicated very pronounced 
peaks representing slight spectral inflections due to varying pigment absorption and backscatter 
characteristics of the water samples.  An alternative approach (differential optical absorption 
spectroscopy) was used by Vountas et al. (2007) and Brachter et al. (2008) and applied to 
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hyperspectral Scanning  Imaging Absorption 
SpectroMeter for Atmospheric CHartographY 
(SCIAMACHY) imagery (0.2-1.5 nm resolution) 
to derive global distributions of cyanobacteria 
and diatoms.  These studies show that realistic 
distributions of functional groups can be 
extracted from satellite data and underscore the 
requirement for the ACE ocean radiometer to 
provide hyperspectral data from the UV to the 
NIR.  

In addition to retrieving information on 
phytoplankton composition through analyses of 
spectral absorption features, studies have also 
been conducted on remotely characterizing 
particle size distributions of natural plankton 
assemblages.  Retrieved particle size 
distributions provide insight on relationships 
between scattering coefficients and total 
particulate organic carbon (POC), as well as the 
relative contribution of various phytoplankton 
size classes to bulk standing stocks.  Most 
recently, Kostadinov et al. (2009) extended the 
work by Loisel et al. (2006) on spectral particle 

backscatter coefficient to derive global distributions of dominant phytoplankton size classes 
contributing to total biomass (Figure 4).  Here again, higher spectral range and resolution than 
heritage ocean color bands will significantly improve retrieved properties. 

1.3. Phytoplankton Physiology 
Phytoplankton acclimate to environmental 

conditions (e.g., nutrients, temperature, and light) 
on time scales from seconds to seasons.  These 
physiological adjustments influence their 
absorption spectra, growth rates, C:chl ratios and 
other characteristics.  Intracellular changes in 
chlorophyll concentration in response to 
variations in mixed layer light levels alone can 
span over one order of magnitude, and 
significantly influence our ability to accurately 
interpret the satellite chlorophyll record and its 
relationship to predictions of NPP (see above). 
Behrenfeld et al. (2008) demonstrated 
phytoplankton physiological variability was 
quantified from remote sensing ratios of 
absorption and scattering properties and provides 
an illustration of the magnitude of this effect.  
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However, accurate estimation of physiological variability requires increased spectral 
information.  

In addition to light effects on phytoplankton acclimation states, the degree of nutrient 
stress (mild, severe) and the type of nutrient stress (e.g., N, P, Fe) contribute a physiological 
signature to remotely derived pigment fields and will certainly be influenced by changing 
climate forcings on upper ocean ecosystems.  One nutrient stress of particular interest is that of 
iron limitation.  The role of iron as a major factor limiting global phytoplankton concentrations 
and primary production (Martin and Fitzwater, 1988) has been studied through a number of iron 
enrichment experiments and modeling studies of aeolian dust transport and deposition (see the 
ocean-aerosol interaction chapter).  Diagnostic indicators of iron stress have also been developed 
for field deployments, including expression of the photosynthetic electron acceptor, flavodoxin, 
which replaces ferridoxin under low iron conditions (LaRoche et al., 1996), and unique 
fluorescence properties of the oxygen-evolving photosystem II complex associated with iron 
stress (Behrenfeld et al. 2006).  From this field-based fluorescence study, Behrenfeld et al. 
(2006) predicted that satellite fluorescence measurements may provide a means for assessing 
global distributions of iron stress.  In a subsequent study, Behrenfeld et al. (2009) used MODIS 
fluorescence line height (FLH) data to calculate global fluorescence quantum yields (φ), 
corrected for effects of pigment packaging and non-photochemical quenching, and demonstrated 
a strong correspondence between elevated φ values, low aeolian dust deposition, and model 
(Moore et al., 2006; Moore and Braucher, 2008, Wiggert et al., 2006) predictions of iron limited 
growth (Figure 5).  These studies further demonstrate the potential for extracting basic 
information on ecosystem properties far beyond simply measuring chlorophyll-a and are 
significant design drivers for ACE. 

1.4. Near-shore and Estuarine Processes 
Unlike the SeaWiFS and MODIS (sensors designed for open ocean scientific objectives), 

the ACE science objectives also involve optically complex ocean margins, the land-sea interface, 
and larger estuarine systems, and must be capable of supporting coastal management and 
environmental monitoring requirements as well.  These areas form the interface between the 
terrestrial and open ocean provinces and are the sites of very high primary production rates and 
biogeochemical transformations of carbon, nitrogen, and phosphorous.  These processes are 
particularly important where freshwater discharge from major terrestrial drainage basins and 
or/population centers are focused, e.g., Mississippi River delta, Chesapeake Bay, San Francisco 
Bay, Gulf of Maine, Pamlico Sound, and Pudget Sound. There is considerable debate within the 
science community as to what fraction of global marine primary production and carbon 
sequestration actually occurs in these areas and adjacent continental shelves and the “continental 
shelf pump”(Tsunagai et al., 1999, Yool and Fasham, 2011, and Mueller-Karger et al., 2005).   
Muller-Karger et al. estimated that the continental margins account for more than 40% of the 
global ocean carbon sequestration.  However, satellite primary production algorithms do not 
work in many continental shelf and shallow water regions like the U.S. southeast shelf (Signorini 
et al., 2005).  Deriving more accurate estimates of primary production and related quantities in 
complex coastal regions is a primary ACE science objective.   

Other ACE requirements are associated with water quality and red tides. Eutrophication, 
a depletion of water column oxygen due to the decay of high concentrations organic matter often 
resulting from enhanced agricultural/sewage runoff nutrient loads, is a serious problem in many 
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coastal regions.  The Mississippi River outflow hypoxic or “dead zone” is one highly publicized 
example (Goolsby, 2000).  This condition has a significant impact on ecosystem health, 
commercial fisheries, and even tourism.  In some cases like the Baltic Sea, the events are linked 
to surface blooms of nitrogen-fixing cyanobacteria which can be detected from satellite (Kahru 
et al., 2007).  In other cases, like the U.S. Gulf coast, there is no strong correlation between 
surface chlorophyll and hypoxia (Walker and Rabalais, 2006) in which case a sensor more 
capable than the present day instruments may facilitate new detection approaches.  While not 
necessarily related to eutrophication, harmful algal blooms (HABs) also affect fisheries and are a 
threat to public health.  Kahru and Mitchell (1998) showed that spectral coverage between 340-
400 nm is necessary for detecting red tides and more recent studies have focused on utilizing the 
MERIS 710 nm band (Gower et al., 2005). SeaWiFS and MODIS do not have these 
wavelengths.  Groups within NOAA responsible for red tide monitoring are currently using 
MERIS data to refine detection algorithms (Wynne et al., 2008).  The ACE ocean radiometer 
should provide capabilities needed to support the most advanced HAB detection algorithms. 

In these waters, pigment and particulate complexes are more diverse and concentrated 
making the spectral reflectances more varied (e.g., IOCCG, 2000).  As a result, the spectra are 
amplified in the red portion of the spectrum and depressed in the UV and blue.  Heritage sensors 
did not exploit applications in the green and red portions of the spectrum.  In fact, some MODIS 
ocean bands saturate in turbid waters, so care must be taken in specifying saturation radiances.  
Bands in the near-infrared (NIR) were designed for aerosol corrections.  However, turbid waters 
have finite reflectances in the NIR that compromise the aerosol correction resulting in over-
corrections.  Over the past decade, a number of algorithms to remove or avoid this problem have 
been developed, e.g., Siegel et al. (2000) using NIR bands and Wang and Shi (2005) using 
MODIS shortwave infrared (SWIR) bands.  For the 2009 SeaWiFS reprocessing, the latest NIR-
based aerosol correction scheme resulted in significant improvement in derived product data 
quality in areas like the Chesapeake Bay (Bailey et al., submitted; Werdell et al., submitted).  As 
Werdell et al. point out, the MODIS SWIR bands do not have adequate signal-to-noise ratios 
(SNR) to do the turbid water aerosol correction well.  For ACE, SWIR bands with adequate 
SNRs will be required (see Appendix X).  Also, the aerosols in many coastal regions absorb 
radiation, and current algorithms do not handle these corrections.  ACE ocean radiometer 
observations in the near-UV, polarization measurements from the ACE polarimeter, and aerosol 
height measurements from the ACE lidar coupled with improved aerosol models will greatly 
improve ocean color retrievals in the complex atmosphere situations. 

Over the past few years, the NASA OBBP recognized the need for expanding its science 
objectives into near-shore and estuarine waters and has supported this new emphasis through 
research solicitations, in situ instrumentation development, incorporation of high spatial 
resolution data from MODIS (250 and 500 m bands) and MERIS (300 m) into the SeaWiFS Data 
Analysis System (SeaDAS) software (NASA freeware developed and distributed by the NASA 
Ocean Biology Processing Group at Goddard Space Flight Center), etc.  This research and 
development needs to continue to further lay the foundations for the ACE mission. 

1.5. Physical-Biological Interactions 
There are many ways in which physical processes influence biological processes.  These 

include not only ocean dynamical processes like coastal and equatorial upwelling, vertical 
mixing due to physical stirring and buoyancy effects, ocean frontal circulation, horizontal 
advection, etc., but also meteorological conditions such as cloud cover, surface winds, aeolian 
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transport and deposition of dustborne nutrients (iron), etc.  These processes modulate the flux of 
nutrients into the euphotic zone and illumination, which together regulate photosynthesis and 
other geochemical reactions.  Most of these processes have been incorporated into coupled 
circulation-biogeochemical models either on regional or global scales.  There is a huge published 
literature (theoretical, observational, and model-based) on these topics, particularly on physical 
forcing of biogeochemistry.  However, until recently, the feedbacks of biogeochemistry on ocean 
dynamics have not been considered or were thought to be of secondary importance.  Also, many 
of the biogeochemical feedbacks are linked to aerosol and cloud properties and are discussed in 
the ocean-aerosol interaction chapter of this document 

Biogeochemical feedbacks on ocean circulation are principally effects associated with 
radiation absorption near the surface that affects stratification, sea surface temperature, and air-
sea heat exchange.  Some early studies using satellite ocean color data highlighted “penetration 
radiance” (Lewis et al., 1990 and Ohlmann et al., 1996) which is the radiance that penetrated 
through the mixed layer and is, therefore, not available to the coupled ocean-atmosphere system.  
The penetration of visible light is mostly determined by phytoplankton pigment concentrations, 
dissolved constituents, and particle concentrations.  In low concentration waters like the western 
Pacific warm pool where the mixed layer is shallow, this radiant flux can be 10-15% of the 
incident solar irradiance (Siegel et al., 1995; Ohlman et al., 1996).  In areas where pigment 
concentrations are high, more sunlight is absorbed near the surface resulting in warmer 
temperatures.  A consequence of sunlight absorption by phytoplankton is a global amplification 
of the seasonal cycle of SST (Frouin et al., 2000).  The related changes in surface layer 
temperature and stratification modify surface circulation and SST patterns at levels substantial 
enough to impact atmospheric circulation, particularly in the tropics (Murtugudde et al., 2002; 
Shell et al., 2003).  

2. Science Questions and Objectives 
To summarize, the science objectives of the ocean biogeochemistry community have 

expanded remarkably over the past twenty years.  This progress has been greatly facilitated by 
data sets from SeaWiFS and MODIS, advances in marine optics (theoretical and experimental), 
and a growing concern about the impacts of climate change on marine ecosystems.  These new 
objectives require much more robust measurement systems (see text below for details), 
especially in terms of spectral coverage.  From the discussion above, the following set of ocean 
science questions are being posed for the ACE mission.  

SQ-1: What are the standing stocks, composition, & productivity of ocean ecosystems?  How 
and why are they changing? 

SQ-2: How and why are ocean biogeochemical cycles changing?  How do they influence the 
Earth system? 

SQ-3: What are the material exchanges between land & ocean?  How do they influence coastal 
ecosystems, biogeochemistry & habitats?  How are they changing? 

SQ-4: How do aerosols & clouds influence ocean ecosystems & biogeochemical cycles?  How 
do ocean biological & photochemical processes affect the atmosphere and Earth system?  
These questions link directly to Question 4 of the Ocean-Aerosol Interactions element of 
the ACE program. 

SQ-5: How do physical ocean processes affect ocean ecosystems & biogeochemistry?  How do 
ocean biological processes influence ocean physics? 
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SQ-6: What is the distribution of algal blooms and their relation to harmful algal and 
eutrophication events?  How are these events changing? 

 
It is important to note that these questions are directly related to the objectives of the 

NASA Ocean Biology and Biogeochemistry Program as outlined in its long-term planning 
document, The Earth’s Living Ocean, The Unseen World (NASA OBB Working Group, 2007). 

3. The Human-Ocean Relationship and Societal Benefits 
For Earth’s entire history, only one life form has ever existed with the capacity to 

intentionally modify the role of ecosystems on the global environment: humans.  We are the 
ultimate caretakers of this planet and it is upon our shoulders that the well-being of the biosphere 
rests.  Our recognition of this responsibility, however, is recent – emphasized by escalating 
impacts of an ever-growing human population.  In addition and despite a long history of 
technological advancement, we remain intimately dependent on the biosphere’s highly interlaced 
food webs for our well being.  Complex ocean ecosystems provide habitat and natural resources 
that nurture biodiversity, interact with geochemical and physical systems in the cycling of carbon 
and other elements, and play an essential role in the regulation of climate over annual to geologic 
time scales that contributes importantly to the habitability of our planet.  At the same time, ocean 
ecosystems are fragile and highly susceptible to environmental change.  One must only look at 
the mass extinction events in Earth’s history to fully appreciate the delicate balance of species 
diversity and ecosystem resilience and to understand its dependence on stability in climate and 
biological conditions.  Today, threats to ocean ecosystems come not only from natural sources, 
but from human activities as well, with the human component becoming ever more prominent 
and well documented.  As caretakers of this unique living planet, we are charged with the 
responsibility of understanding causes and effects of global change and protecting the diversity 
and invaluable services that the global oceans provide.   

Understanding functional relationships within the living ocean, along with ocean-land-
atmosphere feedbacks, represents a major challenge to the science community and one to which 
the ACE mission is particularly well poised to contribute greatly.  Through its advanced 
observation sensor suite, this mission will allow better description and prediction of Earth system 
mechanisms affected by natural and anthropogenic climate changes, and assessment of how 
these processes feed back on the overall Earth system over time.  This improved understanding 
will enable informed national policy, improved resource management practices, and decreased 
threats to our economy, health, safety, and national security.  

4. Approach 
Addressing the key outstanding science questions for ocean ecosystems requires 

significant advances in remote sensing capabilities beyond heritage sensors, improvements in 
strategies to remove contamination of ocean color signals by the atmosphere, and well-developed 
field- and on-orbit calibration and validation approaches.  With the suite of ACE sensors and 
their advanced capabilities, more accurate- and a broader set of key ecosystem properties can be 
characterized globally on weekly to shorter time scales.  Some of these properties are essential 
for answering all of the science questions outlined above, while others are targeted toward 
advancing understanding of a particular science issue.  In some cases, the observational data 
largely functions to inform an overarching model, but in all cases the required set of retrieved 
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properties creates the link between the Focused Science Questions and Measurement and 
Mission Requirements.   

SQ-1: Ocean Ecosystems Approach:  Quantify phytoplankton biomass, pigments, and optical 
properties, assess key phytoplankton groups (e.g., calcifiers, nitrogen fixers, carbon 
export), and estimate particle size distribution and productivity using bio-optical 
modeling, chlorophyll fluorescence, and ancillary data on ocean physical properties (e.g., 
SST, MLD, etc.).  Validate these retrievals from pelagic to nearshore environments. 

SQ-2: Ocean Biogeochemical Cycles Approach:  Retreive phytoplankton biomass and functional 
groups, POC, PIC, DOC, PSD and productivity from remotely sensed ocean properties.  
Validate these retrievals from pelagic to nearshore environments.  Assimilate ACE 
observations in ocean biogeochemical models to provide fields for missing observations 
(cf., air-sea CO2 fluxes, export, pH, etc.).   

SQ-3: Land-Ocean Interactions Approach: Quantify particle abundance, dissolved material 
concentrations and their physical and optical properties.  Validate these retrievals from 
coastal to estuarine environments.  Compare ACE observables with ground-based and 
model-based land-ocean exchange in the coastal zone, physical properties (e.g., winds, 
SST, SSH, etc), and circulation (ML dynamics, horizontal divergence, etc).   

SQ-4: Atmosphere-Ocean Interactions Approach:  Quantify ocean photobiochemical and 
photobiological processes and atmospheric aerosol loads and distributions.  Combine ACE 
ocean and atmosphere observations with models and other remotely retrieved fields (e.g. 
temperature and wind speed) to evaluate (1) air-sea exchange of particulates, dissolved 
materials, and gases and (2) impacts on aerosol and cloud properties.  Conduct field sea-
truth measurements and modeling to validate retrievals from the pelagic to near-shore 
environments. 

SQ-5: Bio-physical Interactions Approach:  Compare ACE ocean observations with 
measurements of physical ocean properties (winds, SST, SSH, OOI assets, etc.) and 
model-derived physical fields (ML dynamics, horizontal divergence, etc.).  Estimate ocean 
radiant heating and assess feedbacks. Validate from pelagic to nearshore environments.  

SQ-6: Algal Blooms and Consequences Approach:  Measure key phytoplankton biomass, 
pigments and key group abundance including harmful algae.  Quantify bloom magnitudes, 
durations, and distributions, assess inter-seasonal and inter-annual variations, and compare 
variability to changing environmental/physical properties.  Validate these retrievals from 
pelagic to nearshore environments.   

5. Measurement and Mission Requirements 
SeaWiFS and MODIS ocean requirements were defined in the 1980s with an emphasis 

on global open ocean observations of chlorophyll-a.  Both sensors addressed major deficiencies 
in the proof-of-concept CZCS design and calibration/validation programs, e.g., the addition of 
NIR bands for atmospheric correction and mission-long on-orbit and field calibration 
measurements.  Since then, the ocean optics and marine biology communities have developed 
capabilities and applications that far exceed the spectral coverage of these sensors and 
experience using these sensors has provided many “lessons learned”.  Together, this cumulative 
experience has highlighted a number of new requirements, including the following enhancements 
which are incorporated into the ACE ocean measurement requirements.  A table is provided in 
Appendix X that lists 26 discrete bands and specific applications of each.  Note that the table 
includes the SeaWiFS and MODIS bands for continuity. 
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1. Major advances in global ocean biological studies have been realized through the 
development of spectral inversion algorithms.  These algorithms allow the simultaneous 
and mutually consistent retrieval of multiple in-water properties, including phytoplankton 
absorption, absorption by colored dissolved organic material, and particulate 
backscattering coefficients.  SeaWiFS and MODIS do not provide adequate spectral 
coverage for optimizing the inversions.  Requirement:  19 bands at specific center 
wavelengths between 360-748 nm characteristic of key constituent absorption and 
scattering features.  (Related Science – SQ-1, SQ-2, SQ-4, SQ-5, SQ-6) 

2. The addition of a 412 nm band into SeaWiFS and MODIS has provided a first look at the 
separation of chlorophyll-a and CDOM using satellite ocean color imagery.  Within the 
UV, CDOM dominates light absorption for nearly all natural waters and improvements in 
separation between chlorophyll-a and CDOM will occur from including measurements of 
water-leaving radiance in the UV.  Requirement: additional bands at 360 and 380 nm . 
(Related Science – SQ-1, SQ-2, SQ-3, SQ-4) 

3. Uncertainties in current inversion retrievals by passive sensors can be reduced through 
simultaneous and independent measurements of particle scattering using active sensors.  
Recent analyses of CALIPSO data have demonstrated that space-based lidar systems can 
provide active measurements of subsurface scattering and possibly information on 
vertical distributions of particles.  Requirement:  Lidar measurements with parallel and 
perpendicular retrievals at an ocean-penetrating wavelength and with a vertical resolution 
of 2 meters subsurface. (Related Science – SQ-1, SQ-2, SQ-3, SQ-6) 

4. Recent research has shown that phytoplankton fluorescence quantum efficiency can be 
derived from MODIS fluorescence data and that the quantum efficiency is related to iron 
limitation or stress.  Requirement:  Fluorescence line height bands consistent with the 
MODIS fluorescence line height bands for time series continuity. (Related Science – SQ-
1, SQ-2, SQ-5, SQ-6) 

5. The research community has also explored the identification of phytoplankton functional 
groups using SeaWiFS and MODIS, but with high uncertainties.  Recent analyses using 
hyperspectral SCIAMACHY on Envisat have demonstrated the promise of spectral 
derivative analyses.  Requirement:  5 nm resolution data from 360 to 755 nm. (Related 
Science – SQ-1, SQ-2, SQ-6) 

6. Studies in optically-complex coastal waters have identified limitations in the use of blue 
and green bands for quantifying chlorophyll.  Requirement:  Additional bands in the red, 
and near-infrared, including 700-750 nm range, are necessary. (Related Science – SQ-3, 
SQ-6) 

7. Accurate satellite retrievals of water leaving radiances require robust and accurate 
corrections for atmospheric contributions to top-of-atmosphere (TOA) radiances.  In 
short, the ocean color problem is one of low ‘signal to noise’, as greater than 90% of 
TOA radiances can be from the overlying atmosphere.  In some circumstances (e.g., 
presents of Asian or African dust) current atmospheric corrections suffer from inadequate 
information on these aerosol optical properties and their vertical distribution.  
Requirement:  Lidar ‘curtain’ measurement of aerosol distributions with 0.5 km vertical 
resolution and polarimeter broad spatial coverage to retrieve aerosol heights and single 
scatter albedo. (Related Science – All SQ’s) 
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8. Certain required bio-optical bands overlay water vapor absorption features making 
corrections necessary.  Requirement:  Include an 820 nm band to quantify water vapor 
concentration. (Related Science – SQ-1, SQ-4,SQ-6) 

9. Programmatic research objectives oriented towards turbid coastal waters must address 
finite reflectances in the NIR bands which compromise the aerosol correction.  
Requirement:  SWIR bands at 1245, 1640, and 2135 nm with substantially higher SNRs 
than the equivalent MODIS bands.  (Related Science – SQ-3, SQ-6) 

10. The direct lunar calibration (Earth-viewing optics only) and in situ vicarious calibration 
of SeaWiFS, in particular, successfully demonstrated the climate quality ocean biology 
data sets necessitate highly accurate independent temporal stability monitoring and gain 
adjustments, respectively.  The vicarious calibration required a multi-year time optical 
mooring deployment to establish stable gain factors.  Requirement:  Monthly lunar views 
at a fixed lunar phase angle, preferably during a full moon and at least one long-term 
vicarious calibration time series. (Related Science – All SQ’s) 

11. Concurrency of global data products is required to address many of the ACE Ocean 
Ecosystems science questions and for ocean color data processing.  These observations 
include SST, SSH, vector winds, MLD, precipitation, and O3 and NO2 concentrations. 
Requirement:  Concurrency of operational satellite data and model output 
products. (Related Science – All SQ’s) 

Other sensor requirements address sun-glint avoidance (sensor tilting), polarization 
sensitivity, SNRs, image quality (straylight, stripping, crosstalk), 2-day global coverage 
frequency, data quantization, and saturation radiances.  To achieve the radiometric accuracy 
requirements of the inversion algorithms, well-developed and tested technologies and 
methodologies for prelaunch sensor characterization must be established in advance of flight unit 
testing. 

When all the requirements for passive ocean radiometry are tallied, the comparison with 
heritage sensors is striking.  Figure 7 summarizes the differences. 
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Figure 6.  Comparison of spectral coverage of heritage sensors and the OES. 

5.1. Calibration, Validation,and Observations in the Field  
Observations made in situ are an essential and integral part of the ACE mission. Field 

work will consist of observations useful for calibration and validation (e.g. measurements of 
optical properties), but will also include measurements essential to answering the science 
questions that are not possible from the ACE spacecraft-based instruments. An example of these 
sorts of observations would be measurements of export flux (SQ-2) which occurs below the 
surface layer of the ocean and is thus not directly observable by remote sensing. Field 
observations will also be critical in the prelaunch phase for the purpose of developing algorithms 
or identifying proxy measurements that will employ the new capabilities of the ACE spaceborne 
instruments. Previous experience with SeaWiFS, MODIS, and related ocean color radiometers 
indicates that continuous assessment of calibration and validation of products, combined with 
periodic reprocessing of complete mission data sets, is necessary throughout the lifetime of the 
mission. Sustained mission-lifetime measurements will take place at selected time series sites for 
purposes of vicarious calibration (mission requirement 8) and product validation, and these will 
be augmented by measurements made on cruises and moorings of opportunity, and in intensive 
field campaigns. Product validation and algorithm development will be facilitated by the 
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continuation of the NASA SeaBASS database, which stores bio-optical (and now 
biogeochemical) data collected concurrently with satellite overpasses.  

New sensor capabilities will require 
corresponding capabilities in the field. A 
road map for technology development is 
being developed by the community that 
describes necessary advancements required 
to make best use of the future ACE sensor 
suite in solving the science questions laid 
out by the ACE Ecosystems working group.  
Figure 8 shows the current state of the art 
for a list of parameters that are required for 
particular SQs, in terms of analytical 
capability and deployment technology. For 
the ACE mission this includes 
biogeochemical parameters in addition to 
the traditionally measured radiometric 
quantities. Pressing needs here include 
extension of currently measured 
radiometric and inherent optical properties 
into the UV.  

 
Figure 7. Ocean in situ/laboratory measurement 
requirements 

 
Intensive field campaigns will be designed to address particular interdisciplinary 

questions with shipborne measurements complementing the ACE sensor suite. Specific proposed 
cruises/topics are being discussed by the community now. Campaigns will be designed to take 
maximum advantage of suborbital resources (e.g. airborne and shipborne measurements) to make 
best use of the available remote sensing data. Topics will include ocean-aerosol interactions in 
coastal and open-ocean areas where atmospheric correction due to dust and other terrestrial 
aerosols has been challenging for current sensor technology.  

One strategy for efficiently pursuing ACE goals in interdisciplinary field campaigns is to 
cooperate with national and international coordinating groups who are proposing large field 
programs. Examples of these include OCB (Ocean Carbon and Biogeochemistry, http://www.us-
ocb.org/), addressing SQ-1 & SQ-2; SOLAS (Surface Ocean-Lower Atmosphere Study, 
http://www.us-solas.org/), addressing SQ-4; and CLIVAR/Carbon Repeat Hydrography Project 
(http://ushydro.ucsd.edu/), addressing SQ-2 & SQ-5.  

Field Analytical Levels
Parameter CP R UB P TR M T G R A S

Oceanic AOPs C 1 2 3 4 5 6
Oceanic IOPs ? 1 2 3 4

Atm. Optical Properties 2 4 5
CDOM C 2 3 4 5

DOC C 2 3 4
POC C 1 2 3 4
PIC C 1 2 3 4

Vertical Flux ? 1 2 4 6
TSM 2 3 4
PON 1 2 3 4

Ammonium ? ? 2 3 4 6
Nitrate/Nitrite ? ? ? 1 2 3 4

Biological PP C 1 2 4 5 6
HPLC pigments C 1 2 4 6

Natural fluorescence C 1 2 6
MAAs 1 6

Micro Taxonomy ? 1 2 4 6
Pico Taxonomy ? 1 2 4 6

O2 ? 2 5 6
Salinity ? C 3 4 5 6

Temperature C 1 3 4 5 6
Surface meteorology ? 1 4 5 6

Particle size/abundance ? ? 1 3 4
DMS, DMSp 1 2 4

Silicate ? ? 1 2 3 4
Phosphate ? ? 1 2 3 4 6

pCO2 ? 4
Trace nutrients ? 1 2 4 5

pH ? ? 2 4Moor.
Tower
Glider
R/V
A/C
Sat.

CP: Community protocols (experimental metho
RM: Reference materials (research)
UB: Uncertainty budget (semi-quantitative)
PM: Performance metrics (quantitative)
TR: NIST (or other) traceability (CDR)

Deployment TechOcean Ecosystem
Science 

Carbon 
Cycle

Optical

Science
Discipline

Most stringent requirements are for validation 
of satellite climate data records (CDR, C)

Key to Analytical Levels

Nitrogen 
Cycle

Some capability demonstrated, 
but more work needs to be 
Mature capability (calibration 
and validation quality).

Readiness Capabilities for 
Analytical Levels and 

Physical

Chemic

Little capability demonstrated, 
significant work to be done.
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Table	?	 Ocean	Ecosystem	Science	Traceability	Matrix	
C

at
eg

or
y 

Focused Questions Approach 

M
ap

s t
o 

Sc
ie

nc
e 

Q
ue

st
io

n 

Measurement 
Requirements Instrument Requirements 

Platform 
Require-

ments 
Other Needs 
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1. What are the standing stocks, 
composition, & productivity of 
ocean ecosystems?  How and 
why are they changing? [OBB1] 

2. How and why are ocean 
biogeochemical cycles 
changing? How do they 
influence the Earth system? 
[OBB2] 

3. What are the material exchanges 
between land & ocean?  How do 
they influence coastal 
ecosystems, biogeochemistry & 
habitats?  How are they 
changing? [OBB1,2,3] 

4. How do aerosols & clouds 
influence ocean ecosystems & 
biogeochemical cycles?  How do 
ocean biological & 
photochemical processes affect 
the atmosphere and Earth 
system? [OBB2](Links to 
Ocean-Aerosol STM Question 
4)  

5. How do physical ocean 
processes affect ocean 
ecosystems & biogeochemistry?  
How do ocean biological 
processes influence ocean 
physics? [OBB1,2] 

6. What is the distribution of algal 
blooms and their relation to 
harmful algal and eutrophication 
events?  How are these events 
changing? [OBB1,4] 

Quantify phytoplankton biomass, 
pigments,  optical properties, key 
groups (functional/HABS), and 
productivity using bio-optical 
models & chlorophyll fluorescence 

1 
2 
6 

Water-leaving radiances in 
near-ultraviolet, visible, & 
near-infrared for separation 
of absorbing & scattering 
constituents and calculation 
of chlorophyll fluorescence 
 
Total radiances in UV, NIR, 
and SWIR for atmospheric 
corrections 
 
Cloud radiances for 
assessing instrument stray 
light 

O
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m
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 5 nm resolution 350 to 785 nm 
 1000 – 1500 SNR for 15 nm aggregate 

bands UV & visible and 10 nm 
fluorescence bands (665,  678, 710, 748 
nm centers) 

 10 to 40 nm width atmospheric correction 
bands at 748, 765, 820, 865, 1245, 1640, 
2135 nm 

 0.1% radiometric temporal stability (1 
month demonstrated prelaunch) 

 58.3°  cross track scanning 
 Sensor tilt (±20°) for glint avoidance 
 Polarization insensitive (<1.0%) 
 1 km spatial resolution @ nadir 
 No saturation in any band 
 5 year minimum design lifetime 

Orbit 
permitting 2-
day global 
coverage of 
ocean 
radiometer 
measurements 
 
Sun-
synchronous 
orbit with 
crossing time 
between 
10:30 a.m. & 
1:30 p.m. 
 
Storage and 
download of 
full spectral 
and spatial 
data 
 
Monthly lunar 
calibration at 
7o phase angle 
through Earth 
observing  

Global data sets 
from missions, 
models, or field 
observations: 
 
Measurement 
Requirements 
(1) Ozone 
(2) Total water 
vapor 
(3) Surface wind 
velocity 
(4) Surface 
barometric 
pressure 
(5) NO2 
concentration 
(6) Vicarious 
calibration & 
validation 
(7) Full prelaunch 
characterization 
(2% accuracy 
radiometric) 
 
Science 
Requirements 
(1) SST 
(2) SSH 
(3) PAR 
(4) UV 
(5) MLD 
(6) CO2 
(7) pH 
(8) Ocean 
circulation 
(9) Aerosol 
deposition 
(10) run-off 
loading in coastal 
zone 

Measure particulate and dissolved 
carbon pools, their characteristics 
and optical properties 

2 
3 

Quantify ocean photobiochemical & 
photobiological processes 

2 
4 

Estimate particle abundance,  size 
distribution (PSD), & characteristics 1 

2 
3 

Assimilate ACE observations in 
ocean biogeochemical model fields 
of key properties (cf., air-sea CO2 
fluxes, export, pH, etc.) 

2 

High vertical resolution 
aerosol heights, optical 
thickness, & composition for 
atmospheric corrections 
 
Subsurface particle 
scattering & depth profile 

L
id

ar
 

 0.5 km aerosol vertical resolution 
 2 m sub-surface resolution 
 < 0.3% polarization misalignment 
 0.0001 km-1sr-1 aerosol backscatter 

sensitivity at 532 nm after averaging 
 < 4 ns e-folding transient response 
 Brillouin scattering capability; Receiver 

FOVs: 0-60 m; 0-120 m. 

Compare ACE observations with 
ground-based and model data of 
biological properties, land-ocean 
exchange in the coastal zone, 
physical properties (e.g., winds, 
SST, SSH, etc), and circulation (ML 
dynamics, horizontal divergence, 
etc) 

3 
4 
5 
6 

Broad spatial coverage 
aerosol heights and single 
scatter albedo for 
atmospheric correction. 
Subsurface polarized return 
for typing oceanic particles Po

la
ri

m
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 Observation angles: 60° to 140° 
 Angle resolution: 5° 
 Degree of polarization: 1% 
 Combine ACE ocean & atmosphere 

observations with models to evaluate 
(1) air-sea exchange of particulates, 
dissolved materials, and gases and 
(2) impacts on aerosol & cloud 
properties 

4 Supporting Field & Laboratory Measurements 
 Primary production (NPP) measurement & round-robin algorithm testing 
 Inherent optical properties (IOPs) instrument & protocols development, 

laboratory & field (coastal and open ocean) measurement comparisons 
 Measure key phytoplankton groups across ocean biomes (coast/open ocean) 
 Expanded global data sets of NPP, CDOM, DOM, pCO2, PSDs, IOPs, 

fluorescence, vertical organic particle fluxes, bio-available Fe concentrations 

Assess ocean radiant heating and 
feedbacks 5 

Conduct field sea-truth 
measurements and modeling to 
validate retrievals from the pelagic 
to near-shore environments 

1 2 
3 4 
5 6 

Ocean Biogeochemistry-Ecosystem Modeling 
 Expand model capabilities to assimilate variables such as NPP, IOPs, and 

phytoplankton species/functional group concentrations. 
 Improve model process parameterizations, e.g., particle fluxes 
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Chapter 5. Aerosol - Ocean Ecosystems - Cloud Interactions  
Projections of future climate over the next century remain an important scientific goal for 

much of the earth science community.  A large fraction of the uncertainty in predicting climate 
change at 2100 lies in the uncertainties associated with feedbacks (figure 1) in the carbon cycle 
(Gregory et al., 2009) and aerosol forcing (Forster et al., 2007). These feedbacks are the result of 
land-atmosphere-ocean natural and anthropogenic interactions. For example, ocean uptake of 
carbon dioxide represents a large negative feedback of the carbon cycle onto atmospheric 
perturbations (Gruber et al., 2009). This uptake  can be strongly modified by aerosol inputs of 
iron resulting in enhancement of nitrogen fixation (Falkowski et al., 1998) and mitigation of iron 
limitation (Martin, 1990) in large regions of the ocean. In addition, oceans can be strong sources 
of atmospheric aerosols and in the last 30 years a number of biogenic sources of aerosols have 
been identified (Shaw, 1983; Charlson et al., 1987; Middlebrook et al., 1998; Leck and Bigg, 
2005; O’Dowd et al., 2002; Meskhidze and Nenes, 2006). The combined effect of these marine 
aerosols results in a climate perturbation through direct obstruction of sunlight as well as through 
changes to cloud reflective and precipitation properties.  

While potentially important, the exact 
mechanisms and strengths of these feedbacks are 
poorly understood. For example, current climate 
warming has caused increased stratification in the 
upper ocean that may prevent the surface ocean 
from mixing with the deep ocean, thereby 
decreasing the nutrient fluxes from below (Levitus 
et al., 2000; Sarmiento and Gruber, 2006) and 
affecting oceanic primary production and efficiency 
of CO2 transfer (Behrenfeld et al., 2006). This 
climate-warming induced situation makes oceanic 
primary production more dependent on the nutrient 
input from external sources, such as atmospheric Fe 
deposition. But the same warming may have 
desertified continents and increased the dust load of 
air masses whose long range transport eventually 
locates them over potentially nutrient-deficient 
ocean waters (Mahowald,2007). 

Many questions remain regarding the processes linking the atmosphere and ocean 
ecosystems under the current climate warming situation:  

• What is the flux of aerosols to the ocean and their temporal and spatial distribution? 
• What are the physical characteristics and the source of aerosols deposited into the 

oceans? 
• How are the physical and chemical characteristics of deposited aerosols altered in the 

atmosphere?  
• How do ocean ecosystems respond to aerosol deposition?  
• What is the spatial and temporal distribution and fluxes of aerosols and gases emitted 

from the ocean and how are these fluxes regulated by ocean ecosystems? 

 

 

Figure 1: Increment of Atmospheric CO2 
from several IPCC models. The additional 
CO2 in the atmosphere due to the inclusion 
of carbon-cycle feedbacks (solid lines) 
results in an additional 0.1-1.5 C warming 
by 2025 (arrow).  (Friedlingstein et al., 
2006).  
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Figure 2: Diagram illustrating the different 
atmospheric, ocean and  land interactions  and 
feedbacks (Adapted from Jickells et al.,2005) 

• What are the feedbacks among ocean emissions of aerosols and gases, microphysical and 
radiative properties of the overlying aerosols and clouds, aerosol deposition, ocean 
ecosystems and the Earth's climate, and how is humankind changing these feedbacks?  

1. Atmosphere-Ocean Interactions: What do we know? 
The detailed mechanisms and the radiative feedbacks in the earth climate system include 

mutually interacting processes (Figure 2) many of which remain poorly understood: 

Atmosphere to Ocean interactions: Aerosol deposition over the ocean and the impacts on 
marine productivity. Phytoplankton growth in surface waters is limited by the supply of light and 
by the availability of various nutrients including nitrogen, phosphorus and iron. It is now clear 

that nutrients derived from terrestrial sources 
can play a role in biological activity in all 
pelagic regions of the global ocean. In high-
nitrate, low-chlorophyll regions (HNLC), 
such as the sub-arctic Pacific Ocean, the 
equatorial Pacific Ocean and the Southern 
Ocean, iron availability can be the major 
factor regulating primary productivity (de 
Baar and Boyd, 2000). It is also possible that 
other trace metals delivered to the oceans 
primarily from the atmosphere (e.g. Mn, Co, 
and Zn), may influence primary productivity 
in some regions and times. Interactions also 
exist between phytoplankton and 
atmospheric nitrogen deposition. One of the 
most significant recent advances was the 
experimental demonstration of the 
importance of iron supply in regulating key 
biogeochemical interactions and feedbacks 
between the ocean and atmosphere (Martin 
et al., 1994; Coale et al., 1996; Boyd et al., 
2000). While dust is globally a rather small 
fraction of the total iron input to the ocean 
(typically<2% of the total deposited iron is 
available to primary production, (Jickells 
and Spokes, 2001)), it is disproportionately 
important in open ocean waters where 

availability of micronutrient iron might limit phytoplankton productivity (Jickells et al., 2005). In 
general, the highest atmospheric concentrations of dust over marine areas are found in the 
Northern Hemisphere (e.g. over the tropical North Atlantic Ocean, the northern Indian Ocean 
including the Arabian Sea, and the western North Pacific Ocean ( Duce et al., 1991)). Season, 
vegetation and soil aridity in the source area , however, modify the pattern and magnitude of 
delivery of dust containing iron varies (Mahowald et al., 2009). Dust deposition depends on 
natural climate variability, human land disturbance, local and regional scale weather and global 
atmospheric circulation. Changes in atmospheric inputs of dust will likely impact phytoplankton 
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processes and in turn, alter the exchange of climatically important and biologically produced 
trace gases between the atmosphere and oceans, providing potential climate feedbacks. 

Accurate measurements of dust and associated nutrients deposition over the ocean are 
very difficult. Dust is distributed unevenly, with lowest deposition to ocean regions remote from 
land (these approximately correspond to the HNLC areas). During atmospheric transport of 
aerosols, iron solubility can be changed due to its interaction with natural (Zhu et al., 1993) and 
anthropogenic trace gases (Solmon et al., 2009), cloud cycling and photochemical reactions (Fan 
et al., 2006).  Combustion processes may also be a good source of soluble iron to the oceans 
(Mahowald et al., 2009). Details of the chemistry and photochemistry of iron in aerosols and 
cloud droplets are minimal to date (Journet et al; 2008). Further, once in seawater, the oxidation 
conditions of the upper waters and iron chemical state may influence iron availability to primary 
producers (Johnson et al., 1997). 

In addition, there are a number atmosphere to ocean processes for which there is very 
little knowledge but initial studies suggest they are potentially important. Significant quantities 
of nitrogen species are delivered from the land to the ocean via the atmosphere (Duce et al., 
2008). Much of this atmospheric nitrogen is from anthropogenic sources (primarily the 
combustion of fuels and the utilization of fertilizers), and it is subject to future changes, both in 
amount and geographical distribution, depending on population and industrial growth in various 
regions. Delivery of atmospheric nitrogen to coastal regions in Europe and North America is 
estimated to have increased by 50% to 200% during the past 50 years (Paerl, 1995). This 
deposition increases pressure on coastal ecosystems already stressed by a wide range of other 
human activities. As humans significantly perturb the nitrogen cycle, limitation by phosphorus 
becomes more likely.  While less well studied, the impact of riverine and atmospheric 
phosphorus and human perturbations to these processes may also be important (Mahowald et al., 
2008).  Observations suggests atmospheric deposition of phosphorus can influence ocean 
ecosystems (Mills et al, 2004) and depending on toxicity, atmospheric deposition can also 
potentially inhibit phytoplankton growth (Paytan et al.,2009). 

Marine biology to Atmosphere interactions: Production of marine aerosols and impacts 
on clouds. There are significant gaps in our understanding on how clouds self-regulate and adjust 
in the remote marine environment. The understanding of this balance is crucial because the 
global radiative balance is dominated by clouds over the oceans and any anthropogenic impact 
will be changing this balance. Following Shaw (1983), the CLAW hypothesis (Charlson et al., 
1987) proposed a role for the marine biogeochemical sulfur cycle in altering global climate. An 
increase in ocean DMS emissions could lead to increases in CCN resulting in longer-lived clouds 
with higher droplet density (enhanced albedo).  An increase in global albedo in turn  leads to less 
solar radiation reaching the sea surface, thereby mitigating the effects of climate change.  This 
DMS-CCN-albedo feedback could act as “planetary thermostat”- a negative feedback loop which 
would tend to stabilize the climate against perturbations such as warming due to anthropogenic 
production of greenhouse gases. However, the sign (direction) of the feedback modulation was 
left ambiguous and it remains uncertain today whether such feedbacks exist or what their 
strengths might be. Although it is well established that clouds with more particles have a higher 
albedo, the optical impact of various types of clouds on the underlying ocean biogeochemistry is 
still poorly understood and very few observational constrains exist for model simulations. 
Although the study of the sulfur cycle provides a plausible explanation for marine cloud 
modulation,  alternative sources of aerosols with markedly different chemical properties have 
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recently been found and proposed to act synergistically with the established mechanisms, leading 
to changes in marine aerosol chemical composition and to important impact on clouds (O’Dowd 
et al 2002; Meskhidze and Nenes, 2006; Facchini et al. 2008).  

Release to the atmosphere of highly reactive trace gases by the marine ecosystem.  The 
ocean is a source of trace gases, some which are known to have climatic impacts. For example, 
the ocean is ubiquitously supersaturated with CO2 with respect to the atmosphere. However, the 
total annual emission to the atmosphere is small compared to current estimates from both 
terrestrial natural and anthropogenic sources (Bates et al., 1995). Non-methane hydrocarbons are 
also produced in surface seawater possibly by photochemical mechanisms, phytoplankton 
activity and/or microbial breakdown of organic matter (Bonsang et al., 1988 and 1992; Yassaa et 
al., 2008; Colomb et al., 2009).  While it has been shown that some of the ocean produced 
biogenic volatile organic compounds (BVOC) can lead to the formation of secondary organic 
aerosol, and therefore influence the radiative properties of overlying atmosphere, the significance 
of ocean-atmosphere flux of BVOCs needs to be further explored. In addition, methyl halides are 
produced and consumed biologically and photochemically in surface ocean waters (Cota and 
Sturges 1997; Moore and Wang 2006). Many halogenated gases have climatic implications 
through their chemistry or radiative effects, especially in polar regions (Barrie and Platt, 1997).  
When gases are produced and destroyed in seawater and exchanged with the atmosphere on 
similar time scales, their exchange with the atmosphere can be controlled in part by their 
biogeochemical cycling in seawater. 

2. Approach Proposed  
The detailed mechanisms and the radiative impact feedbacks in the earth climate system 

are best understood through the combination of in situ data, satellite remote sensing and models. 
For the problem of aerosol-ocean interactions, a new satellite mission is required to provide the 
increased number of parameters and improved signal resolution necessary to advance our 
understanding of these important processes and to improve future projections of climate. This 
satellite mission will be closely tied to field studies and model development, to maximize the 
scientific impact of the satellite  

data collections (Figure 3). 

 

Satellite measurements of appropriate aerosol and ocean ecosystem properties are 
required as well as supporting measurements for understanding their changes.  For aerosol 
properties these include aerosol type (dust, smoke, etc.), optical thickness, complex index of 
refraction, and height and size distributions with a 2-day global coverage to resolve temporal 
evolution of plumes. Although oceanic  

aerosol sources appear to produce aerosol and gas concentrations in the near noise level 
of existing satellite platforms, estimates of natural biogenic concentrations over the ocean are 
essential.  
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For ocean ecosystem properties these include phytoplankton functional type and pigment 
absorption spectra, colored dissolved organic matter (CDOM) absorption, total and 
phytoplankton carbon concentration, ocean particle size distribution, phytoplankton and CDOM 
fluorescence, phytoplankton growth rates and rates of net primary production.  Many of these 
determinations can be made by sampling the top of the atmosphere radiance spectra and 
polarized radiance spectra for selected UV, visible and SWIR bands. Active (lidar) 
measurements of aerosol properties along the orbit track are needed to refine height distribution 
and composition and to provide independent measurements of ocean particle scattering and its 
vertical distribution within the water column.  Many supporting satellite measurements are 
needed to assess environmental conditions affecting aerosols and hydrosols including sea surface 
temperature, wind speed and direction, ice cover, humidity and temperature profiles and 
precipitation rates.  In particular, measurements of drizzle detection and precipitation rates 
coincident with the ACE lidar and polarimeter observations are required supporting the need for 
a precipitation radar as a component of ACE.  It is envisioned that many of the other supporting 
global products will come from operational satellite assets such as NPOESS or other Decadal 
Survey missions.   

Simultaneous determinations of tropospheric concentrations of several trace gas species 
will be important for linking ocean – aerosol processes. These species include but are not limited 
to formaldehyde (CH2O), glyoxal (C2H2O2), IO, BrO, NO2, and SO2.  It is hoped that these 
determinations will come from future satellite systems like the GeoCAPE mission to be deployed 
in geostationary orbit and is in the second tier of NASA’s Decadal Survey plans. Further these 

Figure 3: Schematic of an ocean-atmosphere 
combined model field-remote sensing 
investigation, ACE satellite imagery includes 
ocean color cloud and aerosol columnar and  

profiling characteristics. Concurrent field measurements can include trace gases such as DMS and 
precursors, and various cal/val parameters, as well as subsurface ocean measurements and nutrients/ 
hydrography. Field sampling can be guided by concurrent imagery and model outputs to provide 
context, such as the mesoscale field depicted. (SeaWiFS, POLDER, and CALIPSO example imagery shown 
here). 
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observations will be available in a global form from the Global Atmospheric Composition 
Mission (GACM) which is in the third tier of the Decadal Survey plans.    

Field observations are considered an integral part of the ACE mission from the pre-
launch period onward. In situ measurements fulfill the dual role of calibrating and validating 
satellite sensors and product retrievals, and making essential observations that are not possible 
from satellite instruments. Field measurements will range from solar radiation observations, to 
in-water chemical, biological, and optical properties, to chemical characterization of aerosols. 
The unique capabilities of the ACE mission flight instrumentation will also require ongoing 
development of new and improved field measurements. Two types of field campaigns are 
envisioned: sustained time-series observations from fixed locations (e.g. the BATS and HOT 
oceanographic time-series sites, and the AERONET sunphotometer network) and mobile sites 
(Marine Aerosol Network, Smirnov et al., 2009), and intensive field campaigns to address 
particular science questions. Both types of field campaigns will contribute valuable data for 
calibration and validation as well as required data to answer the focused questions raised in the 
Science Traceability Matrix.  

Some possible topics of field campaign studies that address the questions of the aerosol-
ocean interactions STM include:  

• Southern Ocean and DMS – A Southern Ocean (SO) study would be on the 
dimethylsulfide - cloud connection. Given that oceanic gases are probably the dominant 
CCN precursors over the SO, this study is potentially of the greatest climatic 
significance.  

• North Atlantic Bloom Aerosol Production – A study focusing on comparing/contrasting 
the atmospheric imprint of coccolithophore and/or Phaeocystis blooms, and examining 
the hypothesis that the North Atlantic bloom is a major source of fine particle organic 
aerosols. 

• North Pacific Asian Outflow Impact – An examination of the impact of Asian dust and 
pollutant outflow on oceanic productivity, trace gas emissions, and aerosol/cloud 
properties.  

Because cloud cover in high latitude regions limits ocean color and aerosol satellite 
retrievals, the field campaigns with cooperative efforts are likely to be key components. To this 
end the ACE mission science team should interact with national and international coordinating 
groups such as the SOLAS (Surface Ocean Lower Atmosphere Studies) and OCB (Ocean 
Carbon and Biogeochemistry) working groups in order to select and plan process studies as 
described above.  

Another major element of this approach is the role of model simulations. Models permit 
to explore hypothesis about the processes controlling dust deposition, such as the human 
perturbation to dust over the anthropocene (e.g. Luo et al., 2008) or controls on soluble iron 
deposition over the oceans (Solmon et al., 2009).  In addition, models allow us to explore the 
impact of changes on the climate system (e.g. the impact of changes in dust input on ocean 
biogeochemistry (Moore et al.,2006), which is not possible to quantitatively explore with only 
observations.  Finally, models can explore and identify feedbacks in the system, which is not 
possible otherwise.  While models are not perfect, they are a valuable tool for understanding 
atmosphere-ocean interactions, and will be utilized within the ACE-framework. 
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3. Impacts and Relevance 
Over the past decade, in situ measurement, satellite remote sensing and modeling efforts 

have substantially improved our understanding of the temporal and spatial distribution of 
aerosols and trace gases, their physical and chemical characteristics and controlling effects on 
ocean ecosystems. However, past research has also revealed inherent complexity of aerosol-
ocean ecosystems-cloud interactions with multiple forcings and feedbacks. Narrowing the gap in 
the current understanding of anthropogenic and natural contribution to a changing climate will 
require development of new space-based, field, laboratory instruments and modeling capabilities. 
This should include execution of focused field studies examining the aerosol fluxes to and from 
the ocean and subsequent changes to marine ecosystems in various oceanic regimes around the 
globe. By expanding available satellite-borne sensors to allow encompassing aerosol forcing of 
ocean biological systems and cloud processes, it will be possible to capture some potentially 
important feedbacks with implications on atmospheric radiative effects and climate. Models, in 
addition to represent current climate, will be able to better capture the changes that have occurred 
over the past century and predict the climate changes that would result from different future 
emission strategies.  Achieving such confidence critically depends upon more realistic 
simulations of the aerosol- ocean ecosystems -cloud system with forcings and feedbacks 
operating on multiple spatiotemporal scales.  

The societal implications are important. Current acidification of the ocean and its 
biological adaptation are a response to climate change. Yet, our current estimations of future 
climate effects are based on model approaches where many of the feedbacks processes are not 
included or poorly described. The few climate models that do incorporate more realistic feedback 
processes show significant impacts in future projections of surface temperatures (figure 1). The 
ACE mission will have an essential role in improving climate predictions by providing 
information of processes that are poorly constrained in climate models.  
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Chapter 6. Essential Synergistic Science: Required synergy with 
suborbital measurement activities 

The strong scientific linkages and complex feedbacks between aerosols, clouds and ocean 
ecosystems described in the previous chapters necessitate an integrated approach for the ACE 
Decadal Survey Mission. For example, all atmospheric aerosols affect the Earth’s radiation 
budget, and the microphysics and longevity of clouds, while mineral dust aerosols may provide 
the key nutrient iron to oceanic phytoplankton. Ocean photochemical and biological processes 
also contribute to the sea-air flux of trace gases that are converted to secondary aerosols. Current 
estimates of aerosol direct and indirect effects on Earth’s radiation budget have large 
uncertainties, in part because aerosol size, composition, and shape distributions are highly 
variable in space and time, owing to their heterogeneous sources and short lifetimes, and in part 
due to lack of knowledge of aerosol-cloud interaction processes [IPCC, 2007]. Satellite sensors 
of aerosols [e.g., Kaufman et al., 2002] are essential to developing an accurate description of 
aerosol global distributions, as well as their impact on and linkages to clouds and ocean 
ecosystems. Spaceborne aerosol sensors launched in the past decade - such as MODIS, MISR, 
POLDER and OMI - have made the study of tropospheric aerosols and clouds from space more 
quantitative than was possible with their predecessors (e.g., AVHRR and TOMS), which were 
not explicitly designed for aerosol work. Likewise, observations of ocean color from SeaWiFS 
and MODIS sensors have enabled novel estimates of ocean ecosystem structure [Alvain et al., 
2005] and [Behrenfeld et al., 2005] physiology that were not originally envisioned. Together the 
new sensors are beginning to advance our understanding of aerosol-cloud-ocean-climate 
interactions. A growing body of evidence in the literature suggests that detailed suborbital 
measurements are required as an augmentation to the satellite observations (i) to study the 
physicochemical processes involved in the interaction between aerosols, oceans and clouds, (ii) 
to separate such processes from the influence of co-varying environmental conditions, and (iii) to 
constrain parameterizations of these processes for climate models, in particular at the cloud 
resolving scales. Examples of studies either using or calling for the inclusion of suborbital data 
can be found in Table 1. 

Hence, for the next generation of global satellite aerosol, cloud and ocean observations to 
be most useful for the study of global climate, sustained suborbital measurements are required 
[e.g., Diner et al., 2004]. The reasons for the sustained nature of suborbital activities can be 
summarized as follows: 

i. Cal-val efforts are required over the lifetime of the mission as sensor characteristics 
change and algorithms are developed and refined. 

ii. Suborbital measurements are likely to be needed to address science goals that require 
accurate observations beyond what has been demonstrated from space. 

iii. Some essential or desired observations are not possible with satellite sensors (e.g., 
subsurface ocean, aerosol size and composition at cloud base) 

This chapter describes the plans for ACE Suborbital Measurement Activities (SMA), 
focusing on the synergistic science possible with a combination of suborbital and satellite 
measurements. The objectives for the SMA will be summarized in section 6.2. A proposed 
timing for SMA is described in 6.3. Appendix A contains a description of mission concepts for 
the pre-launch and post-launch phase; Chapter 10 of this report identifies various concepts for 
sensor validation and development needs to fulfill cal/val requirements at the level demanded by 
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the uncertainty requirements for the measurement variables identified by the aerosol, cloud and 
ocean sub-disciplines. 

Study Synopsis Conclusions 

Hegg and 
Kaufman,  
1998  

Aircraft measurements of the relationship  
between submicron aerosol number and volume 
concentration in TARFOX for interpreting  
satellite aerosol retrievals.  

Found a general linear relationship between aeroso  
number and mass concentration in the effective  
CCN size range (diameter >0.1 μm) for the  
locations examined.  

Goes et al.,  
2004 

Satellite SST and chlorophyll measurements  
used with a database of in situ nutrient 
 measurements to assess interannual variability 
 of new production in the subarctic North Pacific   

Wind stress control of winter mixing regulates 
 nutrient supply in temperate waters. Interannual 
variability in inferred nitrate supply and new 
production is linked to ENSO cycles but the  
effects are different on opposite sides of the basin.    

Koren et al.,  
2007  
 

Used ground-based AERONET radio-meters to 
measure the increasing AOD as a function of 
 time to the nearest missing sun observation, 
assumed to be a cloud. 

Identified a cloud “twilight zone” or enhanced 
aerosol AOD near clouds that could not be attribut  
to satellite retrieval artifacts. 
 

Yoon et al.,  
2007 

Characteristics of North Atlantic marine aerosol  
observed over a 2 ½ year period from a coastal s  
are compared to SeaWiFS chlorophyll imagery. 

Seasonal variations in aerosol characteristics were 
linked to marine productivity in the spring and  
summer, with higher wind speeds resulting in  
sea-salt aerosols in the winter. 

Loeb and 
Schuster,  
2008  

CERES and MODIS observations to examine 
aerosol-cloud relationships using a sampling 
strategy that minimizes the influence of large-sc  
meteorology.  

A lack of RH/meteorological observations prevent  
the interpretation of strong aerosol-cloud property 
correlations as evidence of aerosol-induced 
enhancement of cloud cover.  

McComiskey  
and Feingold, 
2008  

Quantifying the relationship between radiative 
forcing and changes in Aerosol-Cloud-Interactio  
(ACI) over the range of values and methodologi  
found in the literature. 

Satellite and in-situ data yield very different cloud 
albedo responses to changes in aerosol, differing  
by about a factor of five. Narrowing uncertainty in 
measures of ACI to an accuracy of 0.05  
would improve estimated cloud radiative forcing.  

Twohy et al.,  
2009  

Aircraft measurements of aerosol number 
concentration and RH combined with high spatia  
resolution imaging near clouds in INDOEX. 

Imager-derived increase in scattering within 
 1–2 km of cloud edge was about 50%, comparabl   
the increase in particle scattering cross sections 
calculated from in situ observations. 

Redemann  
et al., 2009  

Comparison of airborne sunphotometer derived  
AOD to MODIS AOD as a function of distance  
from stratus cloud deck for select case studies. 

Mid-visible MODIS AOD show similar increases 
towards cloud edges as airborne measurements; 
increases in short-wave infrared MODIS AOD 
are  three times as large as airborne measurements   

Jensen et al.,  
2010  

In situ measurements of ice crystal concentratio  
and size distributions were used along with  
CALIPSO measurements of cloud extinction to 

investigate  the formation mechanisms of thin ci  
in the tropical tropopause layer.  

The measured low ice concentrations and low 
extinctions were shown to be broadly inconsistent 
 with theoretical expectations based on the  
conventional mechanism (homogeneous freezing  
of aqueous aerosols) for ice production in the uppe  
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 troposphere.  

Burton et al., 
 2010 

Airborne HSRL measurements used to develop  
and evaluate algorithm to derive aerosol 
 extinction profiles using combination of  
CALIOP backscatter + MODIS AOD. 

Aerosol extinction derived using CALIOP+MODI  
agree with HSRL extinction to within 
 ±0.016 km-1 ± 20% over land and 
  ±0.028 km-1 ± 20% over water. 

Ternon et al.,  
2010  
 

Atmospheric deposition of particles and sinking 
 flux of particles in the ocean was compared to 

phytoplankton abundance as assessed using  
ocean color data.  

Saharan dust resulted in phytoplankton blooms 
resulting in considerable carbon export. One 
 discrete dust event in 2004 accounted for 50%  
of the particulate organic flux for the entire year . 

 
Table 1. Examples of studies either using suborbital data or calling for their use as an 
augmentation to the satellite observations.  

1. SMA Objectives 
A novel feature of the ACE mission is to supply simultaneous information useful for 

multiple disciplines. For example, better knowledge of aerosol absorption is an essential 
component of atmospheric studies but at the same it is a critical component of the atmospheric 
correction used in ocean biology remote sensing. Therefore it is desirable that suborbital 
missions accommodate instrumentation for ocean and atmospheric applications collocated in 
time and space.    

The objectives of the SMA group will change from the pre-launch to the post-launch 
phase of ACE. Below, the objectives of SMA are described separately for these two periods.  

1.1. Pre-launch Objectives 

INSTRUMENT DEVELOPMENT 
To find the combination of instruments and the detailed design specification of each 

orbital instrument that are most capable of ensuring ACE mission success, suborbital instrument 
simulators that will be flown in designated validation experiments are currently being developed. 
In addition, to evaluate the capabilities of each individual simulator instrument as well as the 
entire instrument suite, a set of independent suborbital instruments will need to be developed. 
Ideally, these instruments will serve as validation tools for the suborbital simulator instruments, 
but will also make significant science contributions in the ACE post-launch phase. Chapter 10 
summarizes the validation needs as determined by the orbital sensor requirements, the available 
suborbital sensors to accomplish such validation with, as well as indications for measurement 
parameters for which no adequate validation tools exist at present, i.e., major shortcomings in 
current suborbital capabilities are described in chapter 10 as well. 

ALGORITHM DEVELOPMENT 
We plan to support algorithm development for the suite of ACE sensors in two ways. 

First, whenever possible, we will utilize existing data sets to test novel retrieval algorithms (i.e., 
algorithms that have to be newly developed or algorithms that have not yet been applied to 
satellite data) for physical quantities described in the ACE measurement requirement document. 
Such data sets include measurements collected in intensive field campaigns such as ARCTAS, 
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TC4, and others. Second, we will carry out designated experiments to support algorithm 
development for the suite of planned space borne sensors. 

CAL/VAL IOP’S FOR SUBORBITAL SIMULATORS 
One of the main tasks of the SMA group is the testing of design concepts for the ACE 

orbital instruments through designated cal/val field campaigns for suborbital simulators. For a 
subset of the list of designated measurements by the satellite sensors, adequate suborbital 
validation tools exist. However, for the majority of satellite measurements, new suborbital 
measurement capabilities need to be developed or existing capabilities need to be improved (see 
chapter 10 for details). 

1.2. Post-launch Objectives 

CAL/VAL FIELD CAMPAIGNS 
In the post-launch stage, the SMA will first focus on the calibration, validation and 

testing of the ACE orbital sensors’ performances. To that end, a suite of designated cal/val IOP’s 
will be planned. Because of the continued, stringent accuracy requirements for the retrievals of 
some of the primary observables, some of the cal/val experiments will be planned as routine 
measurements for the duration of the entire orbital campaign, with their frequency and length of 
duration still to be determined. Whenever possible, these cal/val experiments will be part of 
science-driven experiments, i.e., a set of measurements that have a certain scientific objective, 
yet at the same time can be used to provide calibration and validation for the orbital sensors. The 
ACE cal/val efforts are described in their entirety in chapter 10 of this report. 

ALGORITHM DEVELOPMENT 
In the post-launch phase, we plan to continue support of algorithm development based on 

suborbital data, however it is unlikely that algorithm development will be the sole driver of a 
suborbital experiment in this stage. More realistically, algorithms will be refined on the basis of 
data collected in science-driven experiments, which will be coordinated with ACE overpasses as 
much as possible, so as to compare the algorithm performance for the orbital instruments to that 
of the suborbital simulators under the same observational conditions. 

SUSTAINED SCIENCE CONTRIBUTIONS 
We plan to operate a suite of suborbital platforms and sensors in designated field 

experiments capable of cal/val and science contributions as defined by overall mission 
objectives. These sustained activities may extend the set of ACE orbital measurements to 
locations inaccessible for the satellite sensors, or provide measurements at accuracies and 
spatial/temporal resolutions difficult to achieve from space. Examples of science-driven field 
experiments that fulfill the above requirements are given in Appendix A. 

2. Timing of Suborbital Activities 
As pointed out above, a majority of the objectives of the SMA group will be met with the 

collection of data in science-driven experiments. To that end, it is important to leverage off of 
currently planned suborbital science experiments. Table 2 summarizes currently planned and 
future suborbital science experiments that could be used to support the objectives of the ACE 
SMA group. It should be noted that the currently planned experiments listed in Table 2 are those 
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in which NASA is heavily involved in. Considerable effort will be spent by the SMA group to 
coordinate these suborbital experiments with similar activities planned by other US agencies 
such as NOAA, DOE, ONR, etc. and to collaborate with said agencies to address ACE suborbital 
science objectives. 
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Table 2. Timetable of currently planned and proposed future suborbital field experiments and their relationship to the various 
ACE sub-disciplines.  

• MACPEX 
o Mid-latitude Airborne Cirrus Properties 

Experiment 
o WB-57, Houston, TX 
o Need to add remote sensing  

• ACE-PODEX10 
o Polarimeter Definition Experiment 
o High priority design/algorithm issues 
o ER-2 + P-3B, Wallops or Dryden 

• PAC3E - Pacific Atmospheric Composition, Cloud, 
and Climate Experiment 

o Instrument design/combination/algorithm 
issues specific to ACE science questions 

o DC-8, ER-2, SE Asia  
• ACE-PEX12 (ACE Precursor-Experiment) 

o Study aerosol properties near clouds and 
DARF as function of distance from clouds 

o ER-2, P-3B, + in-situ a/c Wallops 
• ACE - ALDEX 

o Algorithm Development Experiment to 
support multi-sensor algorithm development 

o ER-2 + P-3B, Wallops or Dryden 
• ACE-VEXxx-xx+2 (Validation Experiment) 

o AC E product and algorithm validation 
• ACE-SVEXxx-xx+2 (Science and Validation Exp.) 

o ACE product and algorithm validation 
o Suborbital measurements as necessitated by 

ACE science questions/requirements 
 

 

 
Science focus: Ocean Ecosystems  Aerosols  Clouds  
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Appendix A. Detailed Mission Concepts 

Appendix A1: Pre-launch Mission Concepts 

AEROSOL-CLOUD POLARIMETER COMPARISON EXPERIMENT 
Purpose: Current plans for the ACE (Aerosol-Cloud-Ecosystems) Decadal Survey 

Mission call for a polarimeter to fly along-side a lidar system to enable unprecedented retrievals 
of aerosol properties from space. The polarimeter designs and associated suborbital simulators 
under consideration by various instrument groups vary widely in their developmental stage, their 
spectral and angular coverage, as well as their radiometric calibration requirements. To help 
optimize a polarimeter design that is most suitable to provide measurements that are in line with 
the science requirements posed by the ACE working group, a suborbital experiment is being 
proposed. 

Implementation: The group identified the need for significant aerosol loadings over 
bright and ocean surfaces, with the possibility of reaching broken cloud fields in the same 
campaign. Scenes (or regions) with highly absorbing aerosols would be useful to test a range of 
aerosol single scattering albedo retrievals. The recommendation is to fly the ER-2 (carrying the 
suborbital polarimeters) out of Dryden, CA, in late summer of 2010, from where they can reach 
bright desert and ocean surfaces, as well as episodic pollution and fire events in Southern 
California. We recommend a ground-based intercomparison of the simulator instruments three 
months prior to the start of the airborne campaign. The quantities to be compared during the 
ground-based campaign include total and polarized sky radiances. The request for a traceable 
spectral transmission measurement was made. We also recommend flying an HSRL lidar system 
(or CPL if HSRL-2 should not be ready for deployment) along-side the airborne polarimeters on 
the ER-2 both to test the retrievals of AOD and to create a test-bed of combined 
lidar+polarimeter observations in preparation for ACE. 

In addition to the ER-2 aircraft we recommend flying another aircraft (e.g., the NASA P-
3) capable of carrying radiometric and in situ sensors (see 5. below) to test the polarimeter L2 
retrievals. During the airborne campaign, we propose to compare atmospheric total and polarized 
radiances as measured by the various simulators from the ER-2. An attempt will be made to 
compare these radiances at the same wavelengths and angles. It appears at the time of writing 
that all instruments will possess a polarization sensitive channel near 470nm. From the combined 
measurements we will attempt to optimize the spectral and angular range of observations that 
will yield L2 products (spectral AOD, spectral single scattering albedo, aerosol size distribution) 
that can be compared to a set of validation measurements of these quantities. 

AEROSOL ABSORPTION, PHASE FUNCTION AND REFRACTIVE INDEX EXPERIMENT 
Purpose: A number of ACE mission objectives require accurate measurements of spectral 

aerosol absorption optical depth (AAOD), vertical profiles of aerosol absorption coefficients and 
some measure of aerosol phase function and or refractive index. Absorption Angstrom 
exponents, i.e., the slopes of linear fits of ln(AAOD) versus ln(wavelength) provide useful 
information on particle type. The ground-based AERONET network of sky-scanning 
sunphotometers yields retrievals of AAOD, particle size distribution and refractive index, 
however the absorption and refractive index estimates require a minimum AOD of 0.4 and large 
scattering angles (limiting these observations to morning and afternoon),  and both AAOD and 
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size distributions are largely unvalidated. Hence, an experiment to intercompare currently 
available methods to measure aerosol absorption, phase function and refractive index using in 
situ and radiometric observations would help illustrate the limitations of each technique and 
indicate the potential need for further instrument development required to fulfill ACE mission 
objectives. Such experiments would also be important for relating in situ measurements of size 
resolved aerosol composition to remote sensing retrievals of refractive index. 

Implementation: An experiment that combines airborne in situ and radiometric 
observations, coordinated with observation by the suborbital simulator instruments and 
geographically situated near AERONET ground-based measurement sites would be required to 
address some of the issues outlined in the previous section. Ideally, these measurements would 
be made under varying aerosol absorption conditions, for a range of total aerosol loadings, and 
over a range of different surfaces. Wild fire emissions in the Western US may be a suitable target 
for such observations. Participation of the ER-2 carrying the suborbital simulators (e.g. RSP, 
AirMSPI, PACS, HSRL-2, etc.), a medium-altitude aircraft (e.g., NASA P-3) and potentially a 
suite of mobile ground-based AERONET Cimel sunphotometers are candidate platforms and 
instruments. In addition, the so-called 3+2 technique for deriving aerosol absorption and 
refractive index profiles from HSRL measurements taken from the ER-2 or the ground should be 
tested further in this experiment. 

Appendix A2: Post-launch Mission Concepts 

AEROSOL-CLOUD INTERACTION STUDIES 
Purpose: A central objective of ACE is to evaluate the impacts of aerosol variability on 

clouds and precipitation. Aerosols can affect clouds thImplementation: A field study could 
examine the atmospheric imprint of coccolithophore and/or Phaeocystis blooms, and examine the 
hypothesis that the North Atlantic bloom is a major source of fine particle organic aerosols. A 
seasonal study (with multiple cruises) south of Iceland during the spring bloom could be 
combined with overflights and ACE spaceborne data. Referencese world.  Recent theoretical and 
observational analyses suggest that increased aerosol loading can result in suppression of warm 
rain, increased latent heat release at the freezing level, and increased cloud height.  The effect of 
aerosol loading on net precipitation from cloud systems is less clear. Precipitation from initial 
updrafts may be suppressed by high aerosol loading, but the total precipitation from the overall 
cloud system may increase in some conditions. Figure 1 adopted from Khain [2009] offers a 
classification scheme by which aerosol effects on precipitation can be divided into those 
increasing or decreasing the condensate mass balance. 

Implementation: The timing and location of missions addressing aerosol-precipitation 
interaction will depend on which of the cloud regimes depicted in Figure 1 will be targeted. A 
possible prioritization would be according to the importance of these meteorological regimes for 
global or regional (total) precipitation, which may place systems with frequent deep convection 
at the top of the priority list.  Ground-based measurements required for studying all types of 
systems would include radars, soundings, and collocated sun photometers and lidar systems.  
Low-middle altitude aircraft would be required for measurements of aerosol properties and 
thermodynamic conditions. A remote-sensing platform (such as the ER-2 or Global Hawk) 
would be needed for aerosol and cloud sampling using ACE simulator instruments (e.g. RSP, 
AirMSPI, PACS, HSRL-2, etc.). Finally, a high-altitude aircraft may be required for in situ 
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sampling of anvil cirrus properties if such properties were relevant within the cloud regime being 
studied. 

 

 
Figure 1. A classification scheme for aerosol effects on precipitation according to Khain, 2009. 
 

NORTH PACIFIC - ASIAN OUTFLOW IMPACT 
Purpose: The ACE sensor suite will provide a unique opportunity to study the impact of 

aerosols and dust originating on the continents upon aerosols, clouds, and ocean ecosystems in 
remote areas far from the coasts. These aerosols could be natural (e.g., desert dust) or 
anthropogenic (pollution-derived aerosols). Combinations of ACE satellite sensors, modeling, 
and field observations can connect the dots from the origins to the downstream locations where 
its effects are currently unknown or poorly understood. The North Pacific provides a unique 
laboratory for this because of the dust and pollution transport to the highly oligotrophic areas in 
the central gyre.  It is hypothesized that iron limitation of North Pacific productivity can be 
temporarily alleviated by Asian dust input, but the exact mechanism for this is unclear. A 
combined ACE study could resolve this issue.  

Implementation:  Combined studies would have to include field observations from ships, 
aircraft, satellites, and modeling efforts. The main focus would be on tracing aerosols from their 
origins to the deposition sites and characterizing the changes that occur along the way. 
Spaceborne and modeling efforts will provide origin and transport information, with some 
information on characterization. Airborne platforms would be required for microphysics and 
CCN measurements, and finally ground (ship-based) measurements can provide in situ 
assessment of the ecosystem structure while sampling aerosols at sea level for characterization 
and deposition determinations. Event-driven research may require some creative management of 
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seaborne resources to resolve events with spatial scales that differ from traditional oceanographic 
expeditions. This study would be best done as an interagency and/or international cooperation to 
assemble the appropriate resources.  

EVOLUTION OF AEROSOL MICROPHYSICAL PROPERTIES NEAR CLOUDS 
Purpose: Remote sensing observations by surface [Koren et al., 2007], airborne [Su et al., 

2008; Redemann et al., 2009], and satellite sensors [Koren et al., 2007; Redemann et al., 2009] 
have noted significant changes in aerosol properties in proximity to clouds.  These studies have 
noted increases in aerosol optical thickness (AOT) of 5-25% in “transition zones” of a few 
kilometers to several tens of kilometers away from clouds.  Other satellite studies have shown 
strong correlations between aerosol optical depth and cloud cover [Ignatov et al., 2005; Loeb and 
Manalo-Smith, 2005; Kaufman et al., 2005; Matheson et al., 2006].  The increase in AOT may 
be due to swelling of aerosol particles in the higher humidity environments near clouds, 
increased particle production near clouds, and increased aerosol size caused by in-cloud 
processing.  However, such apparent increases may also be caused by limitations of the satellite 
measurements.  For instance, satellite observations of these effects are hampered by issues of 
effective cloud clearing [Coakley et al., 2005] (i.e., cloud contamination of pixels assumed to be 
cloud-free) and enhanced scattering in cloud-free pixels due to scattering of sunlight reflected 
from nearby clouds [Wen et al., 2006, 2007; Marshak et al., 2008; Kassianov et al., 2009). 
Determining and understanding the variability in horizontal and vertical extent of these transition 
zones and understanding how this variability depends on relative humidity will be crucial for 
modeling aerosol direct [Twohy et al., 2009] and indirect effects [Penner et al., 2006], 
developing and validating cloud microphysics parameterizations, and establishing the ability of 
surface and space based remote sensors to measure the indirect effect [Ghan et al., 2006; 
Feingold et al., 2003]. 

Implementation: This experiment will require measurements of aerosol and cloud optical 
and microphysical characteristics from satellite and airborne remote sensing sensors and airborne 
in situ instruments in order to determine: 1) how aerosol properties vary near clouds, 2) the 
mechanisms for these changes, and 3) the extent to which these changes in aerosol properties can 
be quantified from space. Scattered/broken cumulus cloud fields where aerosols interact directly 
with clouds would be the initial focus as previous studies have noted the largest effects under 
such conditions. Initial experiments would target operations over dark, spatially uniform regions 
(e.g. ocean) where remote sensing retrievals of aerosol and cloud properties in the visible and 
near infrared are most accurate. Subsequent experiments would acquire data over more complex 
surface conditions and in variable cloud fields to determine the ability of the satellite instruments 
to measure aerosols near clouds over these surfaces. Aerosol particle optical (scattering, 
extinction) and microphysical (number, size, composition, CCN) properties would be measured 
using fast response airborne in situ sensors. Airborne remote sensors (e.g. lidar, polarimeter-
imager) will measure column and profile aerosol and cloud properties to provide context to the in 
situ measurements and provide highly detailed aerosol and cloud spatial and vertical distributions 
to evaluate and assess satellite retrievals of aerosol and cloud properties. In addition, up and 
downwelling spectral radiative flux measurements would be required to characterize the aerosol 
and cloud-scattered light fields to interpret the satellite radiance fields. Systematic measurements 
from a series of flights would gather sufficient samples to characterize the various processes that 
affect aerosol variability near clouds. 
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AIR-QUALITY STUDIES – RETRIEVALS OF PM2.5 
Purpose: Particles small enough to be ingested into the human respiratory system can 

have severe adverse health effects. Particularly in developing countries where surface 
measurements are sparse, remote sensing could become an essential tool for monitoring PM2.5 
conditions.  Recent efforts to derive surface PM2.5 using satellite aerosol optical depth (AOD) 
from MODIS and MISR have made significant advances (r2~0.65). The remaining issues in 
correlating satellite AOD and surface PM2.5 are the impact of surface reflectivity assumptions 
on the satellite AOD retrievals and lack of knowledge on aerosol vertical distribution, chemical 
composition and RH. Further improvements are achievable with simultaneous knowledge of 
these quantities, which ACE will strive to provide. The ultimate goal of this experiment is to 
evaluate and help refine regional- to large-scale air quality models that are used to simulate the 
spatial and temporal distributions of PM2.5. 

Implementation: Since the goal of this experiment is to aid the development of air quality 
models, we anticipate the need for a characterization of the vertical profiles of aerosol optical 
properties near ground monitoring sites, and vertically-resolved distributions of aerosol species 
at selected locations to test the processes and predictions of such models. Using these 
measurements, we expect to better define the physicochemical processes that underpin the 
relationships between aerosol optics and microphysics. This will include distinguishing natural 
from anthropogenic particle sources, and measuring size-resolved chemical composition and 
relative humidity effects on water uptake. 

NORTH ATLANTIC MARITIME AEROSOLS AND ECOSYSTEMS  
Purpose: This study would be aimed at studying the connection between seasonally-

driven phytoplankton blooms as they influence the overlying atmospheric chemistry and 
aerosol/cloud radiative properties.  The experiment would involve intensive measurements in 
several different settings where major seasonal phytoplankton blooms occur at scales where they 
can significantly perturb the atmosphere in a measureable way.  This project would test a number 
of climate-related questions such as:  1) is DMS the major aerosol forming constituent emitted 
from bloom regions, or are non-sulfur containing aerosols significant aerosol precursors?  2) 
Does phytoplankton speciation exert a major influence on the emitted flux, and 3) does 
atmospheric deposition of nutrients (ie. nitrate, iron) control the timing and extent of the 
atmospheric imprint in some regions, 4) is it possible to measure a bloom-induced perturbation 
in CN, CCN, CDN, and cloud albedo?  In addition to the aerosol/cloud radiative issues, these 
studies would examine the impact of biogenic emissions on tropospheric photochemistry  - both 
through the emissions of reactive halogen and hydrocarbon compounds, and because of the 
acidification of marine aerosols (via both natural and anthropogenically derived acids).  These 
studies could include time series measurements to capture events, transects to map spatial 
gradients, and perturbation experiments to study specific processes. 

Implementation: A field study could examine the atmospheric imprint of coccolithophore 
and/or Phaeocystis blooms, and examine the hypothesis that the North Atlantic bloom is a major 
source of fine particle organic aerosols. A seasonal study (with multiple cruises) south of Iceland 
during the spring bloom could be combined with overflights and ACE spaceborne data.  
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Chapter 7. Modeling 
Although ACE measurements alone can provide considerable insight into the science 

questions to be addressed, previous investigation of the ACE issues has shown that much deeper 
insight is possible when satellite measurements are used in combination with suborbital 
measurements and numerical modeling (Clement et al., 2009; Myhre, 2009). Separate sections in 
Chapters 6 and 10 address the role of suborbital measurements. Here we consider the role of 
modeling. 

1. Aerosol Radiative Forcing 
Estimating the radiative forcing due to anthropogenic aerosol, at a level commensurate 

with other climate forcing uncertainties, using satellite measurements alone is difficult for direct 
effects (Bellouin et al., 2005, 2008; Yu et al, 2006) and is fraught with uncertainty for indirect 
effects (Quaas et al., 2008). Estimating aerosol semi-direct effects from measurements alone is 
virtually impossible. Although aerosol extinction and absorption optical depth are closely related 
to direct effects under clear-sky conditions, direct effects also depend on the surface albedo, on 
the presence of clouds, and on the vertical distribution of the absorbing component of the 
aerosol, especially when clouds are present. For indirect effects it has not yet been shown that 
much of the CCN size spectrum can be retrieved from space (Kapustin et al., 2006), and such 
retrievals are impossible where they are most needed, at cloud base.  In all cases, distinguishing 
between natural and anthropogenic aerosol is a major challenge because individual particles are 
often composed of mixtures of natural and anthropogenic components.  

Recognizing these challenges, numerical models of the aerosol lifecycle and effects on 
the planetary energy balance have been developed and used to estimate anthropogenic aerosol 
direct, semi-direct and indirect effects.  In these models, natural and anthropogenic emissions of 
all climatically important aerosol components are treated separately, and anthropogenic forcing 
is estimated by comparing simulations with and without anthropogenic emissions or by 
performing simulations as emissions change with time.  

Initial estimates of anthropogenic aerosol forcing by numerical models differed widely 
(Haywood and Boucher, 2000; Penner et al., 2001). More recent estimates have converged 
somewhat (Schulz et al., 2006; Forster et al., 2007), largely because aerosol and cloud 
measurements have been used more extensively to constrain uncertain parameters in the models 
(Lohmann et al., 2007; Chin et al., 2009). Useful measurements include in situ measurements at 
the surface and from aircraft and remote sensing from the surface and from satellite. These 
measurements provide constraints on the distribution and microphysical properties of the aerosol 
and cloud, and on relationships between clouds and aerosol.  The measurements are not used to 
change these distributions, properties and relationships directly in the models, but rather to guide 
the selection of uncertain parameters such as emissions factors and scavenging coefficients to 
correct biases in the simulated aerosol both near major aerosol sources and in remote regions.   

Despite the confluence of estimates of aerosol radiative forcing, current values are still so 
uncertain that the historical record of climate change cannot be used to evaluate the sensitivity of 
the simulated climate to radiative forcing (Kiehl, 2007). The ACE mission will provide 
additional constraints on aerosol emissions and the distribution and microphysical properties of 
the aerosol and cloud that can be used to more effectively constrain the numerical simulations 
and thus reduce uncertainty in model estimates of aerosol radiative forcing.  Models, on the other 
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hand, can fill in gaps where aerosol and cloud retrievals from space are not possible, e.g. 
providing estimates of the anthropogenic fraction of the aerosol (Myhre, 2009).   

It should be noted that, although in principle direct assimilation of global aerosol 
measurements into models could be used to estimate changes in aerosol radiative forcing if 
emissions change substantially during the period of aerosol measurements, such an approach is 
not possible for estimating the anthropogenic aerosol forcing since the preindustrial era because 
the global aerosol measurements necessary for assimilation are not available for preindustrial 
conditions.  However, simulations of aerosol radiative forcing with and without assimilation for 
periods of large emissions changes (such as large volcano eruptions, changes in biomass burning, 
or rapid economic development) while global aerosol measurements are available could be used 
to evaluate the ability of a model without assimilation to simulate the same change in aerosol 
radiative forcing estimated with assimilation. 

2. Cloud Feedback 
The response of cloud radiative forcing to changes in climate can be estimated from 

satellite measurements alone if the measurements span a period long enough to separate the 
climate signal from natural variability. Comparison of the measured cloud radiative response to 
that simulated by an atmospheric model driven by observed surface temperature change would 
provide an important test of the simulated cloud radiative feedback (Clement et al., 2009). The 
accuracy with which a model can simulate the observed cloud response across a variety of spatial 
(regional and global) and temporal (synoptic, seasonal, inter-annual, inter-decadal) scales would 
provide a measure of confidence in the cloud feedback simulated in multi-century simulations 
(Stephens, 2006). Such measures are preferable to the present method of quantifying uncertainty 
by comparing estimates of cloud feedback by different models. 

Although cloud radiative feedback is arguably the most important cloud property for a 
model to simulate accurately, the strength of ACE lies in the cloud microphysical information it 
will gather to provide further constraints on models.  This information can be used to determine 
if the model is simulating the correct cloud forcing for the right reason or to explain why the 
model is not simulating the correct cloud forcing.  For example, ACE retrievals of the vertical 
distribution of cloud condensate concentration and size distribution can be used to determine if 
biases in the simulated long-wave cloud forcing are due to errors in the vertical distribution of 
the cloud or in the condensed water content of the cloud, or if the shortwave liquid water path, 
droplet number concentration and droplet effective radius as well as cloud forcing are simulated 
accurately for a wide range in aerosol and vertical velocity conditions.  

3. Air Quality 
With the previous generation of satellite measurements we have developed a deeper 

appreciation for the large-scale interconnectedness of aerosol and pollution source and receptor 
regions.  About 25% of the dust and anthropogenic aerosols exported into the North Pacific basin 
from Asia reaches North America, contributing an amount equal to about 15% of local emissions 
to North American pollutant concentrations.  In the summertime, Saharan dust is frequently 
observed in Florida.  North American emissions from fossil fuel combustion cross the Atlantic to 
Europe, and Europe itself has the greatest potential among major anthropogenic pollution source 
regions to adversely affect the surface aerosol concentrations in nearby receptor regions in 
Northern Africa, Asia, and the Arctic.  In addition to typical seasonal incursions of pollutants 
from local and distant sources, there are dramatic episodes associated with, for example, dust 
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storms and wildfires that result from specific synoptic events.  The challenge of air quality 
monitoring is thus one of having large spatial coverage, frequent observations, and detailed 
information about the composition and vertical structure of pollutants. 

This challenge can best be addressed through a combination of measurements and 
modeling.  ACE will contribute to this through improved determination of aerosol composition, 
size, and vertical properties relative to current satellite capabilities.  The limitations of a polar 
orbiting sensor like ACE, however, include infrequent sampling (at best, once per day) and 
information about aerosol vertical structure only along the curtain.  These coverage gaps and the 
attendant uncertainties in aerosol composition and size from a space-based platform can be 
somewhat ameliorated by ground-based networks, which especially enhance the frequency of 
observations at selected locations.  Likewise, airborne measurements will further constrain 
aerosol properties, but in a limited set of regions and conditions. 

Models provide the key to filling these gaps. Whether regional or global, chemical 
transport models provide relevant parameters, such as aerosol concentration, composition, and 
size, at all spatial locations and times within its domain.  In addition, models afford a predictive 
capability that satellites cannot provide: where will currently observed pollutants be in 6-hours, 
24-hours, 1-week?  Finally, models can provide crucial information where measurement may be 
most difficult: at the surface, beneath and within clouds, and over bright or heterogeneous terrain 
where observations may be sparse or remote-sensing retrievals difficult. Models are most useful 
when constrained by data, either climatologically by improving representations of source and 
sink processes within the model or through formal data assimilation techniques that force the 
model to look like the actual observations. 

4. Ocean Ecology 
The marine ecosystem is a key player in global biogeochemical cycles, notably because 

primary production by photosynthetic organisms in the surface ocean leads ultimately to the 
formation and sinking of organic matter and the sequestration of carbon in the deep ocean, away 
from the atmosphere.  The functionally and taxonomically diverse marine plankton are organized 
by region and season. The composition of the plankton community regulates food web structure 
and the efficiency of export of sinking particles.  Thus the need to map and understand plankton 
biogeography is not only interesting from an ecological perspective but is essential for our 
understanding of the past, present and future carbon cycles. 

Remote observations of visible wavelength radiation reflected from the ocean provide an 
invaluable window on the biological state of the oceans with unmatched coverage as well as 
temporal and spatial resolution.  These data provide a view of the stock of photo-autotrophs (i.e. 
Chlorophyll-a) in the surface waters along with a means for evaluating marine primary 
production at similar scales (McClain; Behrenfeld and Falkowski, 1997).  Recent developments 
have led to additional ecological and biogeochemically relevant products including the resolution 
of broad groups within the phytoplankton ("functional types"; e.g. Westbury and Siegel, 2006), 
size structure within the phytoplankton (Mouw and Yoder, 2005), and a measure of the 
physiological state of the phytoplankton population (Behrenfeld et al., 2005).  These data are of 
extraordinary value for studies of ocean ecology and biogeochemical cycles.  

While remote ocean color observations are affording an unprecedented perspective on 
global ocean plankton populations, the synthesis and interpretation of these data can be 
significantly extended through simulation and modeling. The data present a largely two-
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dimensional view of the highly dynamic, three-dimensional environment of the surface ocean. 
The radiative signatures of pigments and particle scattering are more easily related to stocks 
rather than the fluxes that are of particular interest for carbon cycle science. Models provide a 
framework for linking these perspectives and a means by which to exploit remote ocean color 
observations to evaluate and understand carbon fluxes in the ocean. 

Simulation and data assimilation can significantly extend the value of these remote 
sensing products. Ocean circulation models rooted in basic fluid dynamics, configured globally, 
and forced by observed surface fluxes, are coupled to parameterizations of ocean nutrient and 
carbon cycles which include explicit representations of marine plankton populations (e.g. Le 
Quere et al., 2005).  Such models can use remote ocean color observations to test and constrain 
their parameterizations and solutions. In turn they may provide an extrapolation into the third 
dimension and across missing observations. When hindcasts are consistent with the observations, 
these models can be utilized for predictive or speculative purposes such as IPCC carbon-climate 
scenarios.  

In recent years, significant effort has been focused on resolving the key functional groups 
of phytoplankton (e.g. calcifying coccolithophorids, fast growing diatoms, nitrogen fixers and 
tiny picoplankton which are rapidly grazed for their ecological and biogeochemical significance - 
e.g. Moore et al, 2003). This is an ongoing and rapidly advancing theme (Follows et al., 2007) 
with modeling approaches likely to grow synergistically with new evaluations of phytoplankton 
biogeography and size structure derived from global scale remote observations. 

Data assimilation provides a powerful tool for rigorously combining data and physical 
laws, encoded in a model, to synthesize and extrapolate the observations. Combining a marine 
ecosystem model with an explicit, wavelength dependent radiative transfer model and pigments 
specific to particular functional groups will provide powerful tools for synthesis and 
extrapolation (Gregg et al, 2008). This nascent technology is only recently beginning to be 
exploited for ocean ecology and biogeochemical cycles but has enormous potential, as witnessed 
by the impact of similar technologies on atmospheric re-analysis and weather forecasting.  
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Chapter 8. Instrument Requirements 

1. Radar 
The ACE objectives require that cloud-aerosol interaction be better constrained by 

simultaneous measurement of clouds and aerosols by radar, lidar, polarimeter, and multi-
wavelength imager/spectrometer. The Decadal Survey specifically calls for a cloud radar with 94 
and possibly 35 GHz channels for cloud droplet size, glaciation height, and cloud height 
measurements. Doppler capability and cross-track scanning are also indicated in the same 
document as highly desirable to achieve the scientific goals. In general, the Decadal Survey 
requires that “ACE is to provide significantly more data of a much higher quality than its 
predecessors”; the predecessors for the ACE Cloud Radar are Cloud Profiling Radars on board 
CloudSat (A-Train) and EarthCARE currently in development. The absolute necessity of a radar 
working in synergy with lidar and passive sensors is demonstrated by the role that CS-CPR data 
is already playing [5-6], and is reflected in the choices made by ESA and JAXA for EarthCARE. 
At the same time, ground-based and airborne Doppler radars [refs], and EarthCARE CPR have 
clearly articulated the distinctive value, and the need, of Doppler for the understanding of 
dynamical and microphysical processes in the atmosphere, and the experience with cross-track 
scanning precipitation radars (e.g., the spaceborne Ku-band PR  on NASA/JAXA TRMM 
mission in orbit since 1997 [7], the Ku-/Ka-band DPR under development for the NASA/JAXA 
GPM mission [8], or NASA/JPL’s airborne Doppler polarimetric Ku-/Ka-band APR-2 on board 
NASA DC-8 [9]) highlights the benefits of a cross-track scanning instrument, especially in terms 
of improved characterization of atmospheric events and increased global statistics. While each 
one of the stated features is within reach of our current capabilities, the integration of all of them 
into one radar system presents interesting challenges and trade-offs that are best addressed at 
these early stages by refining the scientific requirements for the ACE mission. 

Preliminary studies by the ACE SWG conducted in 2009 concerning the scientific needs 
and technical feasibility in regards to the radar resulted in the set of requirements and goals 
indicated in Table 1. The set of requirements can be divided in two groups: a first group which 
resulted from immediate feedback from the scientific community at the onset of the ACE studies, 
which defined the highest priority measurements that should be achieved by the ACE radar: 
these were range resolution, science data window minimum and maximum altitude, operating 
frequencies and horizontal resolution. A second group emerged from exchanges and discussions 
during 2009 which, when combined with the primary group defined the set of critical 
technologies and resources needed for the ACE radar. 

 Based on the experience gathered from the ACE radar predecessors, the primary 
unresolved measurement needed by the cloud science community is the vertical profile of total 
condensate, resolved at 250m at least, preferably at 100m, all the way from the tropopause to 
cloud base (i.e., down to 500 m above surface). A minimum detectable sensitivity (MDS) 
comparable to EarthCARE’s CPR was deemed as sufficient for the ACE mission. This 
combination of MDS and range resolution is a significant driver on the radar design where the 
MDS x range resolution product can be seen as a constant for a given radar design. Engineering 
solutions  using highly matured W-band (i.e., 94GHz) technologies are available to address this 
challenging requirements (e.g., heritage from CloudSat and EarthCARE): these include use of 
short monochromatic pulses, amplified by high-power Vacuum Electron Devices, and 
transmitted through low-loss/high-efficiency transmission line and collimating antenna. Choice 
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of orbital altitude in the 400-500 km range is also necessary to achieve the current requirements 
(adoption of higher orbital altitude would require proportional relaxation of the current MDS and 
resolution requirements). Other technological solutions have been developed and demonstrated 
that enable larger MDS x resolution products (e.g., pulse compression, frequency and 
polarization diversity): demonstration of the performance to the levels desired by the ACE 
mission (e.g., pulse compression with -80dB first range-sidelobe suppression end-to-end, 
including high-power amplification if needed) is not available yet and should be supported. 
Application of these solutions to the spaceborne configurations carries important implications in 
terms of spacecraft requirements (e.g., total power, data rate). In this sense, it is necessary that 
the radar design trade studies be carefully performed in conjunction with all other mission 
components. 

A second important requirement is the addition of the second frequency to expand the 
range of observations and to allow particle size retrievals in certain portions of clouds.  Use of 
Ka-band (i.e., 35.6 GHz) as secondary frequency, as indicated in the Decadal Survey, allows 
penetration of all but the most intense tropical convection, and the capability to measure mean 
particle sizes in the 0.5 to 1.5 mm range. Use of lower frequencies would allow observation of 
stronger convective cores, and extension of the upper limit of particle sizes, but to the expenses 
of MDS and beam mismatch (for a given antenna size). Use of frequencies higher than W-band 
would allow extension of the lower limit of measurable particle sizes, but to the expenses of 
penetration limited to thin clouds. Furthermore, available technological solutions at frequencies 
higher than W-band are still immature and have relatively low output power and efficiency 
performance. The MDS requirement for the Ka-band channel was chosen to be -10dBZ, 
sufficient to capture the majority of drizzling and light precipitation conditions (while the 
corresponding goal of -20dBZ would grant detection of even the lightest recorded precipitating 
events). Also, most cloud scenarios where the Ka-band measurements would carry information 
independent of the W-band channel fall in the -10 to +20 dBZ range. It must be noted that, just 
like the Ku-/Ka- band pair used for  the GPM/DPR, the W-/Ka- pair is affected by a certain 
amount of ambiguity in resolving particle sizes: combined use of collocated radiometric channels 
to improve the quality of retrievals is being studied for several NASA and non-NASA missions 
(e.g., TRMM, GPM, A-Train, etc.) and its potential suggests that it would have potential also for 
the ACE mission. 

Horizontal resolution was also defined early on, with an absolute requirement of 1km 
horizontal resolution at W-band. Indeed most of the science needs would greatly benefit of 
horizontal resolutions as small as 100m, but it was deemed more effective to propose a high 
resolution imager to address those scales, while keeping the radar requirements within 
manageable limits. 

The remaining critical requirements pertain the scanning, Doppler and polarimetric 
capabilities. Of the three, only the latter was deemed as not strictly necessary (i.e., set as a goal 
but not as a requirement).  

The requirement for dual-frequency Doppler measurements is motivated by the needs to 
resolve cloud sedimentation processes and convective motions, and to identify cloud constituent 
sizes and density. The W-band channel with 0.4 m/s Doppler measurement accuracy provides 
information on cloud sedimentation processes and particle classes and sizes, however, it will be 
less useful in characterizing convective processes due to large attenuation in heavier 
precipitation. The Ka-band channel suffers much less attenuation and is better suited to 
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convective process characterization, it will measure convective motions with the required 1 m/s 
accuracy.  Although proven technologies exist, obtaining Doppler measurements from Low 
Earth Orbit imposes significant engineering challenge; to meet the requirements the radar 
requires a large antenna (i.e., 5 m in the along-track direction), a more complex antenna design 
(e.g. dual antennas, dual phase center antennas), and/or innovative data acquisition and 
processing schemes (e.g. spectral processing, noise assisted data analysis). The requirement for 
Doppler measurements affects not only the instrument design but also the requirements in terms 
of pointing accuracy, stability and knowledge of the spacecraft bus and the mechanical interface 
between the instrument and the platform. 

Inclusion of scanning capability  in the ACE radar was driven by the need to 1) capture 
the 3-D context of the observed cloud-scenes, 2) increase the statistical representativeness and 
coverage with respect to the ‘curtain’ acquisitions typical of CloudSat an EarthCARE (25 km is 
representative of a domain often used in LES modeling studies) and 3) match the single-footprint 
coverage of larger-footprint passive instruments for the improved combined (multi-instrument) 
retrieval algorithms. Inclusion of the scanning capability, in general, reduces the radar 
performance in terms of MDS for two reasons: a) the shorter integration time per footprint 
reduces the number of samples that can be averaged to reduce the measurement, and noise, 
standard deviation; b) the additional hardware necessary at the RF front-end to allow beam scans 
reduces the overall system efficiency for a given amount of available power. An acceptable 
compromise that partially addresses the aforementioned scientific needs was found by the ACE-
SWG - a 25 km swath requirement at Ka-band and no requirement at W-band.   However a 
highly desirable goal is to obtain a radar that could achieve wider swaths (e.g., more than 100 
km) while enabling the required MDS. 

Inclusion of the Ka-band scanning among the requirements has major implications in the 
radar design, and while solutions are available, the impact on the instrument complexity, cost, 
and mass and/or power requirements and those of other key mission components (such as 
spacecraft bus) are significant. There exists no technology at mature stage (TRL ≥ 6) in 2010 that 
would grant the required Ka-band MDS, spatial resolution and scanning. Several approaches are 
being investigated and may reach maturity in 1-3 years provided adequate investment. Among 
the possible solutions are: shared antenna, dual-antenna, and dual-radar options. The latter is the 
solution adopted by JAXA for the GPM/DPR; the dual-radar option probably has the lowest 
technical risk but comes with significantly higher mass/volume/power demands on the spacecraft 
bus(es), and thus, higher mission costs. The most compact and highest performing solution is 
provided by a shared dual-frequency antenna. Necessary enabling technologies for the Ka/W-
band shared-antenna solution are currently under development within NASA’s Earth Science 
Technology Office (ESTO) and other programs. The dual-antenna solution could also be 
examined, and has impact characteristics in between those of the shared antenna and dual-radar 
options. 

2. OES  
The ocean radiometer requirements are outlined in the following two tables.  The first 

provides general sensor performance and mission support requirements.  The second lists 
specific data on multispectral bands, bandwidths, typical clear sky top-of-atmosphere radiances 
over the ocean, saturation radiances, and SNRs.  In the wavelength domain of 345-755 nm, 
multispectral bands are aggregations of 5 nm hyperspectral bands. 
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Radiometer Spectral Attributes 
1. 26 multispectral bands (Table 2) including: 

a. 10 nm fluorescence bands (667, 
678, 710, 748 nm band centers) 

b. 10 to 40 nm bandwidth aerosol 
correction bands at 748, 765, 
865, 1245, 1640, 2135 nm 

c. 820 nm band for estimation of 
column water vapor 
concentration 

d. 350 nm band for absorbing 
aerosol detection 

2. 5 nm resolution 345 to 755 nm 
(functional group derivative analyses) 

3. Polarization: < 0.7% sensor radiometric 
sensitivity, 0.2% prelaunch 
 characterization accuracy  

4. No saturation in multispectral bands 

Accuracy and Stability 
• < 2% prelaunch radiance calibration 

accuracy 
• On-orbit vicarious calibration accuracy 

to 0.2% 
• 0.1% radiometric stability knowledge 

(mission duration) 
• 0.1% radiometric stability (1 month 

prelaunch verification) 

Spatial Coverage 
• Two day global coverage (58.3o cross 

track scanning) 
• 1 km resolution at center of swath 

Other 
• Sensor tilt (±20o) for glint avoidance 
• 5 year minimum design lifetime  
• Monthly lunar imaging at 7° phase 

angle through Earth-view sensor port 

 

 
λ 

 
∇λ 

 
Ltyp 

 
Lmax 

SNR- 
spec 

340 15 7,46 35.6 300 
360 15 7.22 37.6 1125 
385 15 6.11 38.1 1500 
412 15 7.86 60.2 1500 
425 15 6.95 58.5 1500 
443 15 7.02 66.4 1500 
460 15 6.83 72.4 1500 
475 15 6.19 72.2 1500 
490 15 5.31 68.6 1500 
510 15 4.58 66.3 1500 
532 15 3.92 65.1 1500 
555 15 3.39 64.3 1500 
583 15 2.81 62.4 1500 
617 15 2.19 58.2 1500 
640 10 1.90 56.4 1500 
655 15 1.67 53.5 1500 
665 10 1.60 53.6 1500 
678 10 1.45 51.9 1500 
710 15 1.19 48.9 1500 
748 10 0.93 44.7 600 
765 40 0.83 43.0 600 
820 15 0.59 39.3 600 
865 40 0.45 33.3 600 
1245 20 0.088 15.8 300 
1640 40 0.029 8.2 250 
2135 50 0.008 2.2 100 

Table 2.  OES multispectral band centers, 
bandwidths, typical top-of-atmosphere clear 
sky ocean radiances (Ltyp), saturation 
radiances (Lmax), and SNRs at Ltyp.  
Radiance units are mW/cm2 µm str. 
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3. High Spectral Resolution Lidar measurement requirements 
Lidar Parameter Requirements (Goals) Primary Geophysical 

Parameters 
Notes  

Maximum Footprint 
Diameter 

100 m N/A Driven by the requirement to discriminate 
between aerosol and cloud in broken BL 
cloud fields.  Cloud-clearing at high 
horizontal resolution required for studies of 
aerosol-cloud interactions. 

Maximum Horizontal 
Sample Spacing 

100 m N/A Driven by the requirement to discriminate 
between aerosol and cloud in broken BL 
cloud fields.  Cloud-clearing at high 
horizontal resolution required for studies of 
aerosol-cloud interactions. 

Maximum Vertical 
Resolution 

100 m Aerosol/cloud layer 
top and bottom 
heights 

 

Polarization Sensitivity Required at 2 wavelengths 
(355 and 1064 nm are the 
nominal choice, but technical 
considerations concerning the 
accuracy of particulate 
depolarization retrievals may 
dictate another choice). 
Systematic errors ≤1% for 
total depolarization ratio 

Aerosol morphology: 
discrimination 
between spherical and 
nonspherical aerosols.  
 
Aerosol type 
classification 
 
Spherical-to-
nonspherical mixing 
ratio of aerosol 

This specification concerns the systematic 
error in the polarization measurement.  The 
systematic error is driven by polarization 
calibration accuracy (i.e., the cross 
calibration of the electro-optical gain of the 
parallel and perpendicular polarization 
channels) and by optical cross talk between 
the parallel and perpendicular polarization 
channels.  This specification applies to total 
depolarization ratio, which includes the sum 
of molecular and aerosol backscatter. 
The accuracy of the aerosol depolarization 
ratio is a function of the systematic error in 
the total depolarization ratio and the 
accuracy of the retrieved aerosol component 
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of backscatter.  Requirements elsewhere in 
the table drive the aerosol backscatter 
accuracy.  Regarding wavelength, UV and 
NIR are the nominal choice to give the 
largest spread in wavelength; the mid-
visible wavelength might be substituted for 
the UV to insure continuity of the record of 
measurements established by CALIPSO, 
which measures polarization at 532 nm 
only.  There may be other considerations 
that drive the choice of the lower 
wavelength to 532 nm. 

Dynamic Range, 
Particulate Backscatter 

For UV:  
3x10-4 km-1sr-1<βa< 0.45 km-

1sr-1 
(0.016 km-1<α< 25 km-1) 
 
For MV:  
1x10-4 km-1sr-1<βa< 0.3 km-

1sr-1 
(0.005 km-1 <α<15 km-1) 
 
For NIR:  
5x10-5 km-1sr-1<βa< 0.15 km-

1sr-1 

(0.001 km-1<α<5 km-1) 

Aerosol Backscatter This is the range over which the aerosol 
backscatter coefficient is to be measured.  
Resolution will vary: coarser averaging will 
be required to quantify weaker backscatter.  
Approximate equivalent extinction (α) 
bounds provided for reference and 
determined by scaling backscatter limits 
with average extinction-to-backscatter 
ratios (55 in UV, 50 in MV, and 35 in IR).  
Upper limit driven by measurement of dense 
smoke plumes (CALIPSO has observed 
Siberian smoke plumes with b~0.10 km-1sr-
1 at 532 nm).   Penetration depth in optically 
thick plumes limited by extinction of signal 
and consequent loss of SNR. 

Aerosol Backscatter 
Accuracy: Tenuous 
Aerosol 

Systematic Error: 
≤±50% for  
βa =3x10-4 km-1sr-1 at UV  
(α ~0.016 km-1 at UV) 
 

Aerosol vertical and 
horizontal 
distribution. 
 
Aerosol extinction via 

The systematic error specifications concern 
errors that cannot be reduced by averaging 
(e.g., calibration errors).  The relative error 
in backscatter due to the systematic errors 
decreases rapidly with increasing aerosol 
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≤±35% for  
βa =1x10-4 km-1sr-1at MV  
(α ~0.005 km-1 at MV) 
 
≤±35% for  
βa =4x10-5 km-1sr-1at NIR  
(α ~0.001 km-1 at NIR) 
 
Random Error in Backscatter: 
≤±20% for  
βa>5x10-4 km-1sr-1 at MV 
(α >~0.025 km-1 at MV) 
Horiz. Res. ≤ 10 km 
Vert. Res.  ≤ 100 m 

multiplication by an 
assumed extinction-
to-backscatter ratio.  
 
 

loading.  The error bounds indicated apply 
only to the low end of the dynamic range.  
The systematic error is larger for the shorter 
wavelengths due to higher molecular 
backscatter and lower relative aerosol 
backscatter.    
The specification of random error concerns 
non-systematic error that can be reduced by 
averaging.  For low aerosol loadings, 
backscatter can be retrieved at higher 
spatial scales than extinction and can be 
converted to extinction via application of an 
assumed extinction-to-backscatter ratio. 
This ratio can be determined from HSRL 
extinction retrievals conducted at coarser 
resolution for regions with low spatial 
variability in aerosol type. 

Aerosol Optical, 
Macrophysical, and 
Microphysical 
Properties 

±15% accuracy on βa for all 
three wavelengths: UV, mid-
visible, and NIR. 
±15% accuracy αa  for the UV 
and mid-visible wavelengths 
 
αa ≥ 0.05 km-1 at UV 
αa ≥ 0.02 km-1 at MV 
 
Spatial resolution varies with 
loading and conditions: lower 
loading requires more spatial 
averaging; higher loading 
requires less.  Requirement 
described in sets of contours 

Aerosol effective 
radius 
Aerosol refractive 
index 
Aerosol concentration 
Aerosol SSA 
Aerosol absorption 
Aerosol type  

The ±15% accuracy is required for the so-
called 3β+2α retrievals of aerosol 
microphysical parameters.   
The random error in extinction drives the 
averaging required for the retrieval.  In 
some cases, systematic error in backscatter 
may limit the loading for which the retrieval 
can be conducted. 
Resolution at which the required accuracies 
can be achieved will depend on aerosol 
loading and lighting conditions.  Conditions 
of low aerosol loading will require more 
spatial averaging and higher loading will 
require less.  Also, the presence of 
attenuating aerosol/cloud above the layer of 
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in Fig. D1.  
 
Example requirements: 
Example 1. 
   Horiz. Res. = 10 km 
   Vert. Res.  = 500 m 
   αa ≥ 0.15 km-1  
Example 2. 
   Horiz. Res. = 100 km 
   Vert. Res.  = 500 m 
    αa ≥ 0.05 km-1 
Example 3. 
   Horiz. Res. = 50 km 
   Vert. Res.  = 1000 m 
    αa ≥ 0.02 km-1 

interest will impact the required averaging.  
For studies of aerosol variation in broken 
cloud fields, ensembles can be composited 
as a function of distance from cloud to 
achieve the required SNR.  Results would 
apply statistically (see Su et al., 2009). 
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Figure D1. The extinction accuracy drives the accuracy with which range-resolved aerosol microphysical retrievals can be accomplished.  For any 
lidar system, the extinction accuracy depends upon aerosol loading, horizontal resolution, vertical resolution, lighting conditions, and instrument 
parameters.  Shown above are estimate 15%-accuracy contours in extinction versus horizontal averaging for a feasible instrument realization at 
three vertical resolutions: 300, 500, and 1000 m.  The long-dash is for nighttime lighting conditions; the solid line for daytime with albedo=0.25 and 
solar zenith angle = 25°, and the dotted for daytime with albedo=0.8 and solar zenith angle = 25° (this latter case corresponds to measurements 
above optically thick cloud).  It is also assumed that the extinction is retrieved at an altitude of 1 km and the overlying optical depth above the layer 
retrieved is 0.12.  Under these conditions, the contours represent the resolutions required to meet the aerosol microphysical retrieval requirements 
for ACE.  Lower resolution is required for lower loading conditions whereas higher resolution is required to characterize aerosol layers/plumes that 
tend to be more spatially variable and have higher radiative impact.  An increase or decrease of the optical depth above the retrieval region will 
affect the SNR and the required averaging to meet the 15% uncertainty. 
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4. Imaging Polarimeter measurement requirements 
The table below provides a list of measurement requirements necessary to achieve the 

aerosol geophysical parameters of Appendix A, and the cloud geophysical parameters of XXXX. 
Appendix A sets stringent accuracy requirements on each of these retrievals and calls for 
retrievals over a variety of surface types including clouds.  Previous studies using field data 
obtained by the Research Scanning Polarimeter (RSP) give us a solid starting point that 
illustrates the feasibility of meeting the geophysical parameter requirements, and subsequent 
analysis from the soon-to-be-launched Aerosol Polarimeter Sensor (APS) on Glory will further 
test feasibility from the more difficult space vantage point.  

Currently several measurement requirements can be defined with confidence, and those 
are given below.  Other measurement requirements cannot be defined exactly because of the 
unavailability of a proven mapping of the parameter requirements onto the actual measurements 
made by the polarimeter.  Those requirements that cannot be specified exactly without further 
study, can be bound within specified ranges.  Several technological solutions with different 
combinations of wavelengths, angles, spatial resolution and polarimetry are under development.  

There is a clear plan on how to perform the necessary study to answer the outstanding 
questions. The study we propose would progress in three ways:  (a) a theoretical sensitivity study  
(b) use of RSP field measurements and available validation (c) increasing the availability and 
breadth of essential field measurements by acquiring new data from aircraft versions of the 
above mentioned polarimeter designs, preferably in side-by-side deployments, and then 
analyzing and comparing the results.  A more detailed discussion of (c) can be found in XXXX 
of this document. 

Major questions to be addressed: 

• What effect does degradation of spatial resolution have on accuracy of retrievals?  What 
is the effect of different spatial resolutions at different angular views of the same target?  

• What effect does degradation of angular range and density have on accuracy of 
retrievals?   

• What are the consequences of using a polarized 410 nm channel versus using two 
unpolarized channels in the UV? 

• What are the consequences of including or not including a 2130 nm or 2250 nm to 
retrievals of aerosol properties? 

• What are the consequences of not including a polarized channel below 440 nm? 
• What are the tradeoffs between a polarized 1.38 µm or 1.88 µm channel and non-

polarzied versions of those channels? 

These questions must be examined for a variety of aerosol types, in cloud fields and away 
from cloud fields, and over a variety of surfaces.  The immediate tool to answer these questions 
will be the archive of RSP observations, but additional data from other polarimeter designs will 
be required for firm conclusions.  The idea is to start from the full capability of these 
polarimeters in cloud-free sky and apply a full aerosol retrieval, then compare the results.  
Lacking additional field data we can focus on the RSP archive, degrading a specific RSP 
measurement such as pixel size and document subsequent consequences to the retrieved 
parameters.  After the clear sky case, we will progress to partly cloudy conditions and do the 
same.  Although the field data consists of a wide variety of retrieval situations, not all 
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possibilities may be covered.  Thus, a simulated data set of polarized and intensity radiances will 
be constructed, and a similar study of degradation studies of spatial resolution, angular range and 
density, and combinations of different spectral configurations will be employed on the 
theoretical data to answer the above questions.  Between the field data and the theoretical data 
set we should cover sufficient situations to set specific clearly defined requirements on the ACE 
imaging polarimeter measurements. 

The specified requirements listed below, written in absence of answers to the above 
questions, is sufficient to bound requirements on mass, power, volume and weight of the 
polarimeter for mission design purposes.  However, without answers to the above questions the 
bounds on the instrument may be unnecessarily broad, and in trade studies may limit ability to 
reduce the polarimeter size, power requirements etc.  Answers to these questions could be 
obtained and the polarimeter requirements loop closed within 12 to 18 months of beginning the 
study, if adequate support is provided. 

 
R = Requirement = Sensor, capability or requirement cannot be descoped without major 

impact on mission objectives. Some relaxation of instrument requirements may be 
possible but should be undertaken with caution and supplemented by a demonstration 
that the retrieval capability is not degraded. 

G = Goal = Sensor, capability or requirement provides strong scientific benefit and should 
be costed as part of preliminary mission evaluations. Instruments that meet these 
“more difficult” or “additional” requirements will be preferred, depending on evaluation 
of cost to benefit.  
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Polarimeter/Imager Measurement Requirements 
for aerosol science objectives (DARF, CAI, SPTS) 

Wavelength Measurement 
requirements 

Aerosol Geophysical 
Parameters (PGPs) 

Cloud geophysical 
parameters from 
cloud tables 

Notes for aerosol 
requirements  
 

 
Combination of 
polarized and non-
polarized channels in 
the wavelength range 
320 nm to 410 nm to 
achieve required 
Geophysical  
parameters. 
 
Possible 
combinations that 
will require study 
include: 
A. 340 nm and 380 
nm, unpolarized, or 
B. 410 nm polarized 
 
A and B do not 
preclude  other 
combinations that 
can provide the 
required parameters 
in column 3. 
 

 
A. No polarization 
required. 
B. Polarimetric 
accuracy 0.5 % (R) 
 
Measurement radiance 
stability of 0.1% over 1 
orbit, 0.7% over 5 year 
period with on board 
or lunar calibration 
(R). 
 
Angular range: ±50o at 
spacecraft (R). 
 
Angular density 
minimum number falls  
between 7 and 20 
angles  
 
Horizontal resolutionA:  
minimum (R) number 
falls between 0.5 and 6 
km  at nadir.  Fine 
resolution of 1 km or 
less not required in all 
channels. (0.25 km G) 

 
AAOD in any spectral 
range (R). 
 
Aerosol layer height to 
accuracy of ±1 km or 
better away from lidar 
curtain (R). 
 
AOD, refractive index 
at ~400 nm (R).   

1  
Horizontal resolution 
and angular density:  
Tradeoffs between 
spatial resolution, 
angular density, 
registration between 
angular views , 
polarization and 
wavelength choice 
require a 
comprehensive 
scientific study. 
 
Swath width: possible 
hybrid configurations 
with non-polarized 
channels or support 
instrumentation 
providing broad swath 
and polarized channels 
providing narrow 
swath .    
 
 
Wavelength choice: 
exact wavelength 
choice must 
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Swath width: 
7.0 ~400 km (R for 

DARF and CAI 
objectives) 

 
8.0 Broad swath 

yielding 2-day global 
coverage at one 
angle (nadir) (R for 
SPTS, and validation 
opportunities ;  
G for DARF and CAI) 

 

demonstrate negligible 
contamination from 
water vapor and trace 
gas absorption bands. 
requires study. 

 

 
Minimum 3 
wavelengths in the 
spectral range 440 
nm* to 870 nm 
chosen to avoid 
overlap with gaseous 
absorption (R) 
 
 
 
 
 
 

 
Polarimetric accuracy 
0.5 % in all 3 channels 
(R). 
 
Measurement radiance 
stability: as above. 
 
Angular range: as 
above. 
 
Angular density: (as 
above for R); 
~100 (G) in one 
spectral band. 
 
Horizontal resolution: 
as above. 

 

 
AOD, 
refractive indices, 
size distribution, 
particle number 
concentration (R). 
 
 

 
non-polarized 
670 nm (R) 
1, 2, 4, 11, 15, 18 
 
non-polarized 
865 nm (R) 
1, 11, 15, 18 
 
 
Polarized hyperangle 
measurements of 
droplet size  
distribution (G) 
 
Horizontal resolutionA  
  On narrow swath: 

9.0 100 – 125 m (R) 
0.0 50 m (G) 

 
Same notes as above 
concerning angular 
range, registration, 
and density, 
horizontal resolution, 
swath width and 
wavelength choice, 
although here 3 
polarimetric 
channels are R. Proof 
of concept is required 
for instruments with 
fewer polarization-
sensitive channels.  
 
Higher angular density 
(~100 angles) for 
precise retrieval of 
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Swath width: as above.  
 
 

  On wide swath: 
1.0 500 m (R) 
2.0 250 m (G) 
 

cloud particle size 
distribution at cloud 
top. (G) 
 
*If in first box no 
polarized channel is 
selected, then a 
polarized 440 nm 
channel is required.  
 
Consequences of 
choosing path A above 
and not having a 
polarimeteric channel 
below 440 nm requires 
study. 
 
 

~760 nm, broad oxygen 
A band (O2) (G) 
 

   
7 
 
Horizontal resolutionA: 

3.0 1000m (R) 
4.0 500m (G) 
5.0 Match to 1600 nm 

(G) 
 

Swath width 
6.0 Narrow swath: 360 

km (R) 
7.0 Wide swath: 1500 

km (G) 
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View angles: nadir only 
 

 
1 to 3 channels in the 
900 to 960 nm range, 
algorithm specific 
(G). 
 

 
Polarimetric capability 
not required. 
 
Measurement radiance 
stability: as in the first 
box.  
 
Angular range and 
density: one angle is 
sufficient. 
 
Horizontal resolution: 
as in the first box. 
 
Swath width: as in the 
first box. 
 
 

 
Total column water 
vapor (G). 

  
Total column water 
vapor is a goal, not a 
requirement. 

 
1240 nm and/or 
1600 nm.   
 
One of the above 
channels (R);  
both channels (G) 
 

 
Polarimetric accuracy 
0.5 % in at least one 
channel (R); 
in both channels (G). 
 
Measurement radiance 
stability: as in the first 
box. 
 
Angular density: as in 
the second box 

 
AOD, 
refractive indices, 
size distribution, 
particle number 
concentration (R). 
 
 
 

1240 nm (G) 
 
1600 nm (R) + either 
1620 nm or 1680 nm 
(R) 
 
1, 11, 15, 16, 18 
with one 1600 nm 
channel 
 
4 with two 1600 nm 
channels 

 
Same notes as in the 
first box concerning 
angular range and 
density, horizontal 
resolution, swath 
width and wavelength 
choice. 
 
If only 1240 nm is 
chosen then 2250 nm 
channel is required. 
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~100 (G). 
 
Horizontal resolution: 
as in the first box. 
 
Swath width: as in the 
first box. 
 
 

 
Polarimetric accuracy 
0.5% (G) 
 
Polarized hyperangle 
measurements of 
droplet size  
distribution (G) 
 
 
Horizontal resolutionA 
on both narrow and wide 
swath: 

8.0 500 m (R) 
9.0 250 m (G)  
Pixels should align with 
670/865 when those 
channels are averaged to 
this coarser resolution. 
 

 
Several ~1.6 µm 
channels are possible.  
Final choice must 
demonstrate negligible 
contamination from 
water vapor and trace 
gas absorption bands. 
  
1240 nm intensity 
observations add 
important masking 
capability for snow/ice 
on the ground and 
sediments in ocean. 
 

 
1380 or 1880 nm  (R) 
 
Need study to 
determine if channel 
requires polarization.  
Instrument 
requirements as stated 
will meet geophysical 
requirement (2) (cirrus 
masking), but it is 
unknown if 
geophysical 

 
Polarimetric capability: 
(G) 
 
Measurement radiance 
stability: as in the first 
box. 
 
Angular range and 
density: one angle is 
sufficient (R) 
 
Horizontal resolutionA: 

 
(1) Separation of 
stratospheric and 
tropospheric aerosols 
(R). 
 
(2) Cirrus masking (R). 
 
 
 

 
Cirrus microphysics 
(G). 
 

 
 Note horizontal 
resolution bounds 
relaxed to 1 -6 km from 
the 0.5 to 6 km of first 
box. 
 
Tradeoff: this channel 
could be supplied by 
the wide swath imager 
(with much reduced 
stratospheric-aerosol 
capability, thus 
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requirement (1) 
(statospheric/ 
tropospheric  
separation) can be met 
without polarization. 

1-6 km (R) 
 

Swath width: as in the 
first box. 
 
 
 
 

requiring 
demonstration). 
 
Tradeoff: a 1.88-µm 
channel will have less 
contribution from the 
surface (due to larger 
absorption by water 
vapor); 
a 1.38-µm channel 
permits better 
characterization of 
stratospheric volcanic 
events if one occurs. 
 
Polarization better 
separates stratospheric 
aerosol from 
tropospheric and 
provides further 
capability in 
characterizing 
stratospheric  aerosol 
in the  event of a major 
volcanic event. 
 
As stated, there is a 
danger that all cirrus 
will be masked, not 
retrieved, resulting in a 
severe loss of potential 
spatial coverage.  A 
study is required to 
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estimate consequences 
of severe cirrus 
masking. 
 

 
A. 2100 to 2250nm 
band (R) with band 
width 75nm and 
proven no significant 
gas absorption. 
 
or 
 
B. Demonstration 
that omission of this 
channel results in 
stated accuracy of 
retrieved geophysical 
parameters over land 
 

 
Polarimetric accuracy: 
as in the first box. 
 
Measurement radiance 
stability: as in the first 
box. 
 
Angular range and 
density: as in the first 
box. 
 
Horizontal resolution: 
as in the first box. 
 
Swath width: as in the 
first box.  
 
 

 
AOD,  
refractive indices,  
size distribution, 
particle number 
concentration over 
land (R) and ocean (G). 
 
Cloud microphysics 
(G). 

 
2150 nm (R) 
 
1, 11, 15, 16, 18 

 
Shown essential over 
land by Waquet et al. 
(2009) in their 
retrieval approach.  
Omission of this 
channel requires proof 
of alternative 
algorithm. 
 
Adds information on 
particle size and 
refractive index over 
land and ocean. 
 
Several “2.1 or 2.2 µm” 
channels are possible. 
Final choice must 
demonstrate negligible 
contamination from 
water vapor and trace 
gas absorption bands.  
 

 
3750 nm (G) 
 

 
Polarimetric capability 
not required. 
 
Measurement radiance 
stability: as in the first 

 
Quantification of fires 
as aerosol sources (G). 

  
This is an important 
goal for SPTS science 
questions. 
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box (G). 
 
Angular range and 
density: one angle 
sufficient. 
 
Horizontal resolutionA: 
1-4 km (G)  
 
Swath width: Broad 
swath yielding 2-day 
global coverage at one 
angle  
 
Dynamic range:  
sufficient to retrieve 
fire radiative power. 
 
 

 
A Horizontal resolution is given with respect to nadir. Resolution may be coarser away from nadir due to geometric consideration. 
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5. Goal Instruments:  
 

1. A cloud scanner VIS/IR system for fine resolution measurements of cloud microphysics 
(cloud optical thickness, cloud water path, thermodynamic phase and droplet effective 
radius) at cloud sides.  

2. A thermal IR measurement for cloud top height determination.  The measurement must 
cover the polarimeter swath, but only one wavelength is required. 

3. A microwave measurement of cloud ice 
4. A microwave measurement of precipitation 
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Appendix A.  Ocean Ecosystems Sensitivity Analyses  
The appendix has two sections on atmospheric correction sensitivity to noise and bio-

optical algorithm sensitivity to noise. The atmospheric correction analysis was conducted by 
Menghua Wang (NOAA/NESDIS) and Howard Gordon (U. of Miami).  The bio-optical 
algorithm study was conducted by Stephane Maritorena (UC/Santa Barbara) using inputs from 
the Wang and Gordon study. 

Simulations for the NIR and SWIR SNR Requirements for Atmospheric 
Corrections 
Atmospheric correction for ocean color product is extremely sensitive to sensor spectral 

band calibration errors, as well as to radiometric noise. This is due to the considerably low 
radiance from the ocean compared to the sensor-measured top-of-atmosphere (TOA) radiance. 
The sensor spectral band radiometric performance can be characterized by the signal to noise 
ratio (SNR). To understand the radiometric noise effects on the derived normalized water-
leaving reflectance spectra, simulations of atmospheric correction, using the two near-infrared 
(NIR) bands (765 and 865 nm) and various combinations of the shortwave infrared (SWIR) 
bands (1240, 1640, and 2130 nm), have been carried out for several levels of sensor noise. 

Noise Model. A Gaussian distribution (with mean value = 0) is used for the noise 
simulations.  The standard deviation (STD) of the Gaussian distribution is the radiance noise 
level (i.e., related to the SNR values).  The simulated reflectance noise is then added into the 
TOA reflectance at various NIR and SWIR bands that are used for making atmospheric 
correction.  Eight noise levels are generated, corresponding to eight SNR values of 25, 50, 100, 
200, 400, 600, 800, and 1000. It is noted that the reflectance noise is only added into the bands 
that are used for atmospheric correction (e.g., two NIR bands), and UV and visible bands are 
noise free in all simulations discussed in this subsection. 

Atmospheric Correction. Atmospheric correction simulations using two NIR bands 
(Gordon and Wang, 1994) and using various SWIR bands (Wang, 2007) have been carried out 
including various reflectance noise levels for the corresponding NIR and SWIR bands. 
Specifically, simulations were carried out for a typical Maritime aerosol model (M80) and a 
Tropospheric model (T80), where the T80 model is actually M80 model without the large size 
fraction, for aerosol optical thicknesses (at 865 nm) of 0.05, 0.1, 0.2, and 0.3.  Simulations were 
performed for a case with solar-zenith angle of 60°, sensor-zenith angle of 45°, and relative 
azimuth angle of 90°.  

SNR Simulations. For each case, atmospheric correction for 5000 noise realizations with a 
given SNR value was carried out.  For example, for a case with aerosol optical thickness (AOT) 
at 865 nm of 0.1, 5000 reflectance noise samples (with a given SNR value) were generated and 
added into the TOA NIR (765 and 865 nm) reflectance values. The NIR atmospheric correction 
(Gordon and Wang, 1994) was then performed 5000 times to generate the corresponding 
normalized water-leaving reflectance spectra error.  The same procedure was carried out for all 
four AOTs and also for the SWIR algorithm (Wang, 2007). In the SWIR atmospheric correction, 
however, the Gaussian noise was of course added into the SWIR bands (error free for UV to NIR 
bands). This produces the uncertainty in the derived normalized water-leaving reflectance from 
the UV to the red (or NIR in the case of the SWIR bands).  In effect, the simulated uncertainty 
includes errors from both the atmospheric correction algorithm and the added Gaussian noise in 
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the NIR or SWIR bands.  The reflectance uncertainty spectra (from UV to red) are then used for 
the bio-optical model sensitivity analysis by Stephane Maritorena. 

Example Results.  Figure 1 provides sample results in the reflectance uncertainty spectra 
(UV to red or UV to NIR) with simulations from atmospheric correction algorithm using the NIR 
or SWIR bands. The error in the normalized water-leaving reflectance, [w()]N, is actually the 
standard deviation of the derived uncertainty in [w()]N over the 5000 Gaussian noise 
realizations, i.e., each point in the plot was derived from 5000 simulations ([w()]N errors were 
first obtained with these 5000 simulations and then STD error was derived).  Figs. 1(a) and 1(b) 
are results for the NIR atmospheric correction algorithm (using 765 and 865 nm) with the M80 
and T80 aerosol models, respectively, while Figures 1(c) and 1(d) are results for the M80 and 
T80 aerosols using the SWIR atmospheric correction algorithm (with bands of 1240 and 1640 
nm) for various SNR values.  Note that for the SWIR results (Figs. 1(c) and 1(d)), errors in 
[w()]N for two NIR bands are also included.  Results in Figure 1 show that, as SNR value 
increases (or noise decreases), error in [w()]N decreases (as expected), and it reaches the 
inherent algorithm error.  Importantly, errors in [w()]N from atmospheric correction are 
spectrally coherent. 

Atmospheric correction and bio-optical simulations (see results from Stephane 
Maritorena) suggest that (1) for the NIR bands a minimum SNR value of ~600 is required, and 
(2) for the SWIR bands a minimum SNR value of ~200 is required.   
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Figure 1.  Error in the derived normalized water-leaving reflectance (in standard deviation) 
from 5000 Gaussian noise realizations as a function of the SNR value using the NIR (plots 
a and b) and SWIR (plots c and d) atmospheric correction algorithms. Aerosol model and 
AOT value, as well as solar-sensor geometry are indicated in each plot.  For the NIR 
algorithm, error spectra data from UV to red are provided (plots a and b), while for the 
SWIR algorithm error spectra from UV to NIR are shown (plots c and d). 

Bio-optical model sensitivity analysis 
Simulations were performed to assess how noise in the spectral marine remote sensing 

reflectance, Rrs(λ), affects the retrievals of biogeochemical variables from a semi-analytical 
ocean color model (GSM01, Maritorena et al., 2002). These analyses were performed in order to 
assess the required SNRs in the ACE visible bands to ensure accurate bio-optical retrievals. 
Noise is created from the at-sea-level atmosphere reflectance spectra derived from the 
atmosphere specific simulations ran by Menghua Wang. The spectral atmospheric noise is added 
to a marine reflectance spectrum at the surface derived from a chlorophyll-based model (Morel 
and Maritorena, 2001). We compared the model retrievals obtained when spectral reflectance is 
contaminated by noise to those retrieved from noise-free spectra. These simulations were run for 
a variety of atmospheric and marine conditions. This is briefly described below. 

Two main kinds of noise were considered: 1) Atmospheric noise caused by errors in the 
NIR bands and propagated to the visible bands and, 2) noise as a random, spectrally uncoherent 
fraction of the Top-of-Atmosphere (TOA) reflectance in addition to the NIR created noise. These 
two cases, will be referred to as the "NIR" and "Calibration" errors, respectively.  

In all runs, the "pure" marine Rrs signal ( = no noise) is generated from the MM01 model 
(Morel & Maritorena, 2001) for 10 chlorophyll concentration (CHL) values in the 0.02-5 mg/m3 
range (400-700 nm every 5 nm). The GSM01 retrievals from the inversion of these "no noise" 
spectra are the reference to which the "noisy" NIR and calibration cases are compared to.  

For the "NIR" errors case, the at-sea-level reflectance caused by errors in the NIR bands 
(from Menghua Wang) is added to the MM01 marine spectrum and the resulting spectrum is 
inverted in GSM. The 3 GSM retrievals (CHL, CDM, BBP) are then compared to the "no noise" 
case for 5000 spectra for each combination of SNR (8 values), AOT(865) and atmospheric 
model (2 models) and marine Rrs(λ) (10 spectra). The comparisons are expressed in terms of the 
%rms for each of the GSM01 product and at each Chl level used to generate the marine Rrs. The 
%rms is defined as rms*100/reference (reference = retrieval in the no noise case). 

For the "Calibration" errors case, a random, Gaussian, spectrally uncoherent fraction of 
the TOA reflectance is added to the marine spectra created for the NIR cases described above. 
The fraction of the TOA reflectance is determined  through the generation of random gaussian 
numbers with a mean of 0 and a standard-deviation of 1/SNR(visible) with SNR(visible) set to 
10., 20., 40., 100., 200., 400., 800., 1000. and 2000. Then, each wavelength of the TOA spectrum 
is multiplied by a unique random number (rn) and that fraction of the TOA spectrum 
(=TOA(lambda) * rn(lambda)) is added to the other components of the marine signal. This is 
done independently for each of the 5000 spectra corresponding to each 
SNR(NIR)/AOT(865)/atmospheric model combination used in the atmosphere simulations. 

In summary, in the "calibration" errors case the at-sea-level Rrs is generated as: 
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Rrs(λ, ocean) = Rrs_MM01(λ, CHL)+ Rrs_NIR(λ) + (TOA(λ) * rn(λ, SNR(visible)) 
 
By looking at how much the retrievals from the noisy reflectance spectra depart from those 
derived without addition of noise, it is possible to assess the SNR(visible) value that allows an 
acceptable accuracy in the retrievals. It should be mentioned that in this approach, we assume an 
identical SNR level throughout the visible spectrum and does not take into account the 
fluorescence bands.  Figures 2 and 3 illustrate the results of these analyses. 

Figure 2. Example of the average (solid lines and symbols) and standard-deviation (dotted lines) 
of the %rms error over the full range of CHL values used as input in MM01 for the 3 GSM01 
retrievals (green: CHL, red: CDM, black: BBP) as a function of the SNR values in the visible 
and for SNR(NIR)=600 and different AOT(865) values. 
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Figure 3.  Example of the %rms error for each of the GSM01 retrievals (green: CHL, red: CDM, 
black: BBP) as a function of the CHL values used as input in MM01 for  SNR(NIR)= 600 and 
different AOT(865) values. For each retrieval, the curves for SNR(visible) of 200, 400, 800 and 
1000 are plotted, the highest (=1000) and lowest (=200) SNR(visible) values are indicated at 
either the beginning or the end of each curve. 
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Chapter 9. ACE Mission Formulation 
There are several viable formulation options for ACE that include accommodation of the 

instruments on a single platform, as described in the Decadal Survey and referred to herewithin 
as ACE Core mission, or flown on multiple spacecraft to be flown in formation.   
Implementation options, cost estimates and benefits associated with each option have been 
studied by the ACE Integrated Mission Design Team and are summarized in this report. 

1. ACE Core Mission (ACE-C) 

1.1. Mission Summary  
ACE was developed by the NAS Decadal Survey Climate Panel and contains a multi-

beam lidar, an advanced ocean multi-spectral radiometer, a wide-swath multiangle 
spectropolarimeter, and a dual frequency cloud radar.  A mission concept to accommodate the 
ACE Core instrument suite was developed at the GSFC Mission Design Laboratoryin May of 
2009. A launch in 2020 was assumed and a concept developed including instrument 
accomodation, mass, power, volume, spacecraft, launch vehicle, mission and science operations.  

1.2. Payload Description 
The notional baseline payload for the ACE-C mission includes the Ocean EcoSystem 

(OES) instrument, an ocean color spectrograph, a Lidar, a Cloud Radar (CR), and an Imaging 
PoLarimeter(IP).  Existing or concept instrument designs were used to establish the instrument 
accomodation requirements. Both the OES and IP take data only during the sunlit portions of the 
orbit; the OES observes below 75 degress latitude. The CR and Lidar observe day and night. The 
OES, IM, Lidar and CP are high data rate instruments; 2:1 compression within the instrument 
was assumed. Payload power is the same, observing or not observing.   

1.3. Key Mission Requirements  
Key ACE-C mission reqirements include very low data rate X-Band direct broadcast for 

OES and CP instruments to the NOAA 
9/10m network and a 360 degree slew 
monthly for lunar calibration of the OES. An 
unobstructed field of regard for the OES 
solar calibrator is required, but no manuver is 
required. The impact of several options on 
the mission design were studied: 

• Remove the OES instrument because 
it may be redundant. 

• Upgrade the spacecraft (only) to 
Class B to improve reliability. 

• Raise orbit altitude to 600 km to 
enhance lifetime. 

• Remove the CR instrument because it 
may be flown on another spacecraft. 

• Reduce orbit altitude to 411 km for 
optimal OES performance. 

Milestone Date 

Phase A start April 2015 

Preliminary Design 
Review (PDR) 

January 2017 

Critical Design Review 
(CDR) 

January 2018 

Instrument Delivery January 2019 

Launch October 2020 

End-Of-Mission (EOM) December 2025 

Planned reserve 5 months 

Table 1: A notional schedule that responds 
to the key mission requirements for ACE-C. 



 

 141 

1.4. Mission Description 
A 450 km, 97 deg inclination (Sun Sync), 1:45 pm ascending node orbit was chosen as 

baseline. To constrain cost, mission lifetime was set at 3 years with a goal of 5. The mission 
class is C+ , that is, class C as defined in  NPR 8705.4 with selective single string redundancy. 
The notional ACE-C schedule is shown in Table 1. This schedule assumes instrument 
development will be at TRL 6 by PDR.  
 Mission Concept 

A mission concept for ACE-C was developed by the Goddard Space Flight Center 
(GSFC) during a Mission Design Laboratory (MDL) session held May 18 – May 22, 2009. 

 

 

 

 
 
 

 
 
 
Figure 1: Left: ACE-C fairing clearance. The Taurus II 
fairing is too small for the baseline observatory, and the 
Atlas-4M is marginal. If the CR is removed, th 

observatory shrinks and can fit in the Tausus II fairing. Right: Drawing of ACE-C baseline 
concept developed during the MDL session. The OES is mounted on the same plate as the IP; 
OES is behind the IP in this view. 

SYSTEM BUDGETS 
The ACE-C system budget summary is shown in Table 2.A Class B baseline spacecraft 

would provide a mission reliability of .995 at 3 years. 
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PROPULSION  
ACE-C will require a monopropellant blow down propulsion system for launch vehicle 

dispersion error correction, orbit maintenance and EOM de-orbit. The system has five tanks and 
eight thrusters. Sufficient propellant is provided for a five-year mission. 

ATTITUDE CONTROL SYSTEM 
A 3 axis zero momentum ACS system is baselined which uses  4 momentum medium 

size wheels, a dual head star tracker, high performance ring laser IMU, and large capacity 
magnetic torque rods for momentum unloading. The observatory requires 72 arcsec (3σ) pointing 
control each axis; 40 arcsec (3σ) pointing knowledge; and 8 arcsec/sec and 20 arcsec/20sec jitter 
requirement. 

COMMUNICATIONS 
Three channels are provided: science downlink via 500 Mbps Ka-Band communications 

using a HGA parabolic antenna to TDRSS; X-Band broadcast mode at 2.4 Mbps using an omni 
transmitting to 3 meter (or larger) ground antennas; and S-band commanding and housekeeping 
support through TDRSS as baseline, to 
ground as backup. Approximately 82 
minutes each day of TDRSS contact are 
required to dump the science data. 
TDRSS S-Band would be available for 
launch, critical events and emergencies. 

LAUNCH VEHICLE 
Table 3 identifies launch vehicles 

capable of accomodating the ACE-C, 
providing sufficient fairing volume and 
launch mass margin per GSFC STD-1000 (GOLD Rules).  

 BL No 
OES 

600 
km 

No 
CR 

411 
km 

Payload mass with 30% MGA (kgs) 1643 1465 1643 1019 1643 
Observatory (SC + PL) dry mass with 30% 
margin (kgs) 

3193 3015 3193 2372 3193 

Interstage interface (kgs) 51 51 51 51 51 
Propellant mass w reserve (kgs) 512 512 422  400 637 
Observatory wet mass (kgs) 3756 3578 3766 2823 3881 
Observatory orbit average power (W) with 
30% contingency 

2134 1963 2134 1225 2134 

Observatory orbit average data rate (Mbps) 
with 30% contingency 

17.6 15.2 17.6 12.6 17.6 

SC reliability at 3 years .904 .915 .904 .903 .904 
Delta V (m/s) 258 258 213 202 321 

Table 2: ACE-C System Budget Summary 

LV MPM MEP % Margin 
Atlas-5 (501) 6030 3762 60.3 
Delta IV 6860 3762 82.4 
Falcon 9 8400 3762 123.3 
Table 3: Launch vehicles meeting launch mass 
margin for ACE-C baseline per GSFC STD-1000 
(GOLD Rules). If the CP is removed, a Taurus II 
could launch the observatory but the %margin 
would be unacceptably low. 
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KEY ISSUES AND TRADES 
• The X-band direct broadcast can include selected CR data, but will impact avionic 

subsystem. This design assumes that CR real time requirements are handled on Ka band 
through TDRSS, not X-Band direct broadcast. 

• Recommend in-depth science data downlink trade-off study between 1) Gimbaled HGA 
via TDRSS Ka-band and 2) X-band to ground station @ 300-400 Mbps using filtering, 
shaped omni or phased array antenna; also consider 3) Ka-band to ground and 4) 8-PSK 
X-band to ground station 

• Current design fits into 5 m EELV fairing, further study is recommended to try to fit the 
observatory into 4 m EELV fairing for potential cost savings 

2. Multiple Spacecraft Formulation:  ACE-1 and ACE-2 
A number of options to separate the ACE Core instruments onto two (or more) platforms 

were studied by the Integrated Mission Design Team.  As a result of these studies, a two 
platform approach, ACE-1 and ACE-2, was determined to be the best fit in terms of science 
accommodation as well as schedule and cost optimization.   

ACE-1 is conceived as a small mission that would include a polarimeter and ocean color 
radiometer and would fly behind ESA’s EarthCare(EC) mission to be launched in approximately 
2015.  ACE-1 would fly in the same orbit and within 1 minute of the EC observatory and would 
augment the science of EC as the payload has radar and lidar but no swath imager in visible or µ-
wave.  With the EC payload, the addition of a polarimeter and the ocean color spectrometer 
would provide early information on critical aerosol-cloud climate processes and continuity with 
ocean biosphere measurements. 

ACE-2 would include the remaining three “core” instruments as described in the Decadal 
Survey, the multi-angle polarimeter, the aerosol/cloud lidar and dual frequency cloud radar and 
launch no later than three years later than ACE-1 to ensure overlap with the ocean color 
spectrometer data measurements.  The orbit of ACE-1 would be raised to fly ACE-1 in formation 
with ACE-2.   

In addition to the core instruments, NASA sponsored ACE science community meetings 
concluded that ACE should also include more cloud measurement capabilities and assess the role 
of precipitation in aerosol-cloud-interaction.  This could be done by adding high and low 
frequency µ-wave radiometers to the potential payload.  Therefore, the ACE-2 study included 
two passive sensors – a submm and a microwave radiometer. 

2.1. ACE-1 Mission Study Summary 
A launch in 2015 was assumed and a notional concept  was developed including 

instrument accomodation, mass, power, volume, spacecraft, launch vehicle, mission design 
concept is low risk, the schedule can be accomodated. 

PAYLOAD DESCRIPTION 
The notional payload for the ACE-1 mission includes the Ocean EcoSystem (OES) 

instrument, an ocean color spectrograph, an Imaging Polarimeter (IP), and a Microwave Sounder 
(MS).  Existing or concept instrument designs were used to establish the instrument 
accomodation requirements. Both the OES and IM take data only during the sunlit portions of 
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the orbit; the OES observes below 75 degress latitude. The MS observes during orbit day and 
night. Both OES and IM are high data rate instruments; 2:1 compression within the instrument 
was assumed. The IM reduces power when not observing; the OES and MS power is the same, 
observing or not observing.  

KEY MISSION REQUIREMENTS  
Key ACE-1 mission 

reqirements include: fly within 1 
minute before or behind the EC 
observatory; provide very low data 
rate X-Band direct boadcast for OES 
instrument to the NOAA 9/10m 
network; and a 360 degree slew 
monthly for lunar calibration of the 
OES. An unobstructed field of regard 
for the OES solar calibrator is 
required, but no manuver is required. 

MISSION DESCRIPTION 
A 400 km, 97 deg inclination 

(Sun Sync), 1:45 pm ascending node 
orbit was chosen to match the EC 
orbit. To constrain cost, mission 
lifetime was set at 3 years with a goal of 5. The mission class is C+ , that is, class C as defined in  
NPR 8705.4 with selective single string redundancy. The notional ACE-1 schedule is shown in 
Table 1. This schedule assumes instrument development will be at TRL 6 by PDR.  

Milestone Date 

Phase A start June 2011 

Preliminary Design 
Review (PDR) 

August 2012 

Critical Design Review 
(CDR) 

March 2013 

Instrument Delivery March 2014 

Launch January 2015 

End-Of-Mission (EOM) August 2021 

Planned reserve 5 months 

Table 1: A notional schedule that responds to the 
key mission requirements for ACE-1 



 

 145 

 

 

Figure 1: Left: Sufficient ACE-1 fairing clearnace is provided; Right: Drawing of ACE-1 concept 
develop during the MDL session. 

 

System Budgets 
 

The ACE-1 system budget summary is shown in Table 2. 

 

Payload mass with 30% MGA 347 kgs 
Observatory (SC + PL) dry mass with 30% margin 946 kgs 
Interstage interface 20 kgs 
Propellant mass w reserve 345 kgs 
Observatory wet mass 1311 kgs 
Observatory orbit average power with 30% contingency 885.3 W 
Observatory orbit average data rate with 30% contingency 4.9 Mbps 
SC reliability at 2 years .88 

Table 2: ACE-1 System Budget Summary 
 
Propulsion  

ACE-1 will require a monopropellant blow down propulsion system for launch vehicle 
dispersion error correction, orbit maintenance and EOM de-orbit. The delta V required including 
reserve is 608 meters per second. The propellant subsystem was designed to have sufficient 
propellant for 10 years. 
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Attitude Control System 
A 3 axis stabalized, nadir pointing ACS system is baselined which uses  sun sensors, 

gyros and star trackers. Pointing control is 1800 arcsec absolute before a scan, then 50 arcsec 
relative once a scan begins.  Knowledge is 50 arcsec, jitter is 36 arcsec/150msec.  Larger torque 
rods are used to mitigate aero  and gravity gradient torques. 

Communications 
Science data downlink to groundstations and low data rate OES direct broadcast to the 

NOAA 9/10m would be provided using 150 Mbps X-Band. Eight ground contacts per day would 
be required for science data downlink. Command and housekeeping telemetry would be via S-
Band. TDRSS S-Band would be available for launch, critical events and emergencies. 

Launch Vehicle 
 

Table 3 identifies several launch vehicles capable of accomodating ACE-1, providing 
sufficient fairing volume and launch mass margin per GSFC STD-1000 (GOLD Rules). 

Key Issues and Trades 
• Use a custom spacecraft bus 

design versus modified RSDO 
bus. The Proteus bus is 
inadequate for ACE-1, but other 
ESA buses may be suitable. 

• Whether or not controlled 
reentry is required depends how 
the instruments are 
implemented. Controlled reentry 
was assumed in this study. 

2.2. ACE-2 Mission  Study Summary 
 
JPL Team X Study, March 2010.  Content to be provided… 

LV MPM MEP % Margin 

Taurus II 3300 kgs 1311 kg 151.8 

Delta II 1785 kgs 1311 kgs 36.2 

Falcon 9 8500 kgs 1311 kgs 548.7 

Table 3: Launch vehicles meeting launch mass 
margin per GSFC STD-1000 (GOLD Rules). 
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Chapter 10. Calibration and Validation 

1.  Background 
To assure quality of data collected by the ACE spaceborne sensors we propose a 

sustained program of calibration and validation activities that will encompass the lifetime of the 
mission. For the purpose of this section we define "calibration" as determination of instrument 
coefficients required to correct and convert engineering to basic geophysical data, whereas 
"validation" is comparison of space-sensor algorithm products (from basic radiometric values 
such as surface reflectance, to derived products such as biological primary productivity) to 
"ground truth" in situ measurements of similar products of known certainty as established in the 
peer-reviewed literature; and the quantitative assessment of data quality. We also apply 
“calibration” to algorithmic calibration, where constants and parameters in established 
algorithms can be tuned to improve the data quality. Lists of parameters, cal-val approaches, and 
current readiness levels are summarized in Figures 10.1 (Aerosols), 10.2 (Clouds), and 10.3 
(Ocean Ecosystems). Color coded blocks in these figures indicate parameters where readiness 
levels are currently sufficient to meet ACE requirements (green), where improvement is required 
(yellow), and where considerable technological or methodological development is needed in the 
prelaunch period (red).  

Some essential elements of a comprehensive calibration and validation plan are 
laboratory or space-based; e.g. pre-launch characterization of sensors, on orbit use of solar / 
lunar or onboard calibration references, and comparison of data from new sensors to existing on 
orbit sensors. These efforts are generally instrument-specific and will not be described in detail 
in this section. The primary focus of the cal-val effort described here is on suborbital 
measurements in the atmosphere, on land, or in the ocean.  

The field calibration-validation effort will consist of three main sections: observation 
networks, directed field campaigns, and opportunistic validation efforts.  Directed field 
campaigns will be carried out in the immediate post-launch period to test ("initialize") pre-launch 
algorithms and calibrations.  Observation networks will be established in the pre-launch period in 
order to provide suites of observations from a limited number of fixed locations that are to 
continue for the lifetime of the mission, to track changes in instrument status. Opportunistic 
validation efforts will involve collection of validation data as part of research efforts that are not 
specifically directed at calibration and validation (e.g., the Maritime Aerosol Network effort of 
AERONET, Smirnov et al. 2009). Opportunistic validation efforts are required to extend the 
spatial reach of validation data, and may be required to test new algorithms or products whose 
measurements are not part of the observation networks. In all cases, calibration and validation 
field efforts will be designed to attempt to maximize the scientific utility of the collected data.  

In addition to the actual field campaigns, there are a number of activities that need to be 
carried out in order to maximize the utility of the calibration and validation efforts. Data 
collected under these auspices should be assembled in publicly accessible databases for easy 
access by the instrument teams and researchers working on algorithm development. An example 
of this is the SeaBASS database, (Werdell et al. 2003) which is used to compile ocean optics and 
related observations relevant to ocean color calibration and validation in standard formats, with 
search tools provided.  



 

 148 

Technology development efforts will also be required to assure quality of validation 
measurements. This may include development of new instruments and associated measurement 
infrastructure (airborne, oceangoing, and laboratory) or improvement of existing instruments in 
order to validate novel algorithms. Technology development efforts can also include 
development of measurement protocols, data processing standards, measurement comparison 
round-robins, software for data analysis, and data collection platforms. These efforts become 
particularly important when multiple researchers use diverse tools to collect similar validation 
data (Hooker et al. 2007). In this section and the associated tables we attempt to highlight where 
technology development is needed to meet ACE requirements for suborbital science and cal/val. 

1.1. Observation Networks 
For sustained calibration and validation of ACE sensor products throughout the lifetime 

of the mission we propose sensor networks be established using a combination of land based and 
sea based (buoy or platform) sites. Sustained single point observation efforts are particularly 
useful for monitoring sensor calibration and its implication for ACE products. An example of 
this is the MOBY moored sensor array in the coastal waters of Hawaii. Data from MOBY are 
used by the GSFC Ocean Color Processing Group to adjust sensor gains for SeaWiFS and 
MODIS sensors, by using in situ data to obtain vicarious calibration information. A network of 
similarly-capable sensors would be able to provide vicarious calibration information as well as 
validation of products over time (e.g. over seasonal cycles), accounting for disparate ecosystem 
and atmosphere properties.  

Networks for cal/val of ACE sensors may be established by enhancing existing 
observation networks (such as AERONET [Holben et al., 1998] or the Gulf of Maine 
observatory) with new or improved sensors, or by creating completely new networks. An 
example of a network enhancement was described by Zibordi et al. (2006). In this experiment 
robotic sensors were developed that were able to near-simultaneously measure atmospheric and 
water-leaving radiances from at-sea platforms. Data were then recovered from the remote 
instruments using the AERONET communications network. Similar approaches may be taken to 
cabled observatories in the coastal zone. Existing lidar networks on land such as MPLNET may 
also be enhanced with ACE-validation capable sensors. For these networks or network 
enhancements a limited number of sites should be selected to represent varying atmospheric or 
oceanic conditions: for example, subtropical vs. desert clear sky sites contrasted with pollution-
impacted sites for atmospheric measurements, and coastal / productive vs. open ocean / 
oligotrophic sites for ocean ecosystems measurements. In the selection of the locations of such 
sites we will consider the orbital sensor capabilities relative to their swath (i.e., the fact that 
retrieval capabilities may vary as a distance from the satellite ground track). Establishing 
observation networks for ACE calibration and validation is an example of an activity that could 
benefit from inter-agency or international cooperation, as with AERONET. 

1.2. Directed Field Campaigns 
Field campaigns will be carried out primarily to address technology development issues 

in the pre-launch era, initialization and testing in the immediate post-launch time period, and to 
address the major science issues identified by the ACE science team throughout the time period 
of the mission. In all sorts of field campaign studies, data that will be useful for validation of 
ACE orbital science products will be collected and made available to the ACE community. The 
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overall suborbital science campaign is outlined in Chapter 6, with a tentative schedule in Table 
6.2, so we will not go into greater detail at this point.  

1.3. Opportunistic Validation 
Also during the lifetime of the mission there will be opportunities for ACE-related 

researchers to collect data relevant to ACE product validation, even on studies that are not part of 
the ACE science plan. Researchers should be encouraged to collect and disseminate relevant data 
with known certainty and quality control standards when working on NASA funded field 
projects or any field projects that make use of ACE data. ACE working groups should publish or 
refer to published standards for collecting data of sufficient quality relevant to ACE sensor 
calibration and validation (Hooker et al. 2007). Opportunistic validation efforts for ocean color 
have included sensors on testbed moorings and coastal sensor networks, and participation in field 
campaigns such as CLIVAR and GEOTRACES oceanographic expeditions. In these cases the 
primary focus of the field campaigns is not directly related to ocean color, but the expeditions 
were able to accommodate additional measurements which aided ocean color product validation 
and assist in the development of new products.  

One form of opportunistic validation involves satellite intercomparisons, from related 
sensors on other (non-ACE) platforms. While this is not strictly validation (in the sense of 
comparing to “ground truth” data), intercomparison of similar data from different platforms has 
yielded useful information and these studies should be encouraged. For example, comparison of 
ocean color data from SeaWiFS and MODIS sensors has yielded information on previously 
unknown response-vs.-scan effects and polarization sensitivity in the MODIS sensors on orbit, 
resulting in improved ocean color data. Comparisons of ACE products with heritage products 
(e.g. currently produced AOT) should also be carried out in the immediate post-launch time 
period.  

IMMEDIATE PRIORITIES FOR TECHNOLOGY DEVELOPMENT IN SUPPORT OF 
CALIBRATION/VALIDATION AND SUSTAINED SUBORBITAL RESEARCH 

It is important at this stage to identify areas where technology development needs to 
occur in the immediate future. The proposed new capabilities for the ACE sensors and the novel 
science resulting from the synergy of the disparate science focus areas require preparative 
research. ACE science questions may also require data that are not going to be provided by the 
ACE orbital sensor suite. It is important to identify the areas where new technology development 
is required for these measurements as well as those directly relevant to ACE sensor calibration 
and product validation. 

2. Aerosol Science Priorities 
One of the highest priorities for aerosol science is the definition for the ACE polarimeter. 

Planning for a field experiment tentatively entitled PODEX (POlarimeter Definition 
EXperiment) is already advanced and this is described in Chapter 6, Appendix A. 

Because of the stringent requirements posed for the orbital ACE aerosol retrievals, there 
is a need for a commensurate development of suborbital measurement capabilities (Fig. 10.1).   
In order of relevance to the overall ACE mission objectives, we have identified the need to 
improve the suborbital measurements capabilities of the following aerosol properties: 

1. spectral aerosol extinction and AOD at SWIR wavelengths (1.0-2.1m); 
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2. spectral aerosol absorption and absorption optical depth (UV-SWIR); 
3. spectral aerosol phase function and vertically integrated analog; 
4. vertical profiles of aerosol size distribution and number concentration 

Another important aspect identified as a need for aerosol suborbital science is the need to 
measure aerosol dry and wet deposition. This is an infrequently-measured parameter, particularly 
over the ocean but it is essential to understanding surface-atmosphere exchange and its modeling. 

Some capabilities for these measurements exist as outlined in Figure 10.1. However, in 
most cases the uncertainties of these measurements are themselves too large or poorly 
understood, and/or their temporal and spatial coverage is insufficient to support ACE objectives. 
Development of new technology to support these measurements should be encouraged, but we 
are not assuming they will be available for ACE validation.  

We anticipate that all aerosol measurement capabilities need to be tested for different 
aerosol types, for clear-sky & partly cloudy conditions, over different surfaces types, for varying 
measurement geometries, and for day-time vs. night-time requirements.  

 Cal/Val Concept Matrix: Aerosols -1- 

Quantity (uncertainty 
requirement) 

Candidate Orbital 
Instrument/ 

Currently Flying 
Analog 

Test Strategy 
Candidate Suborbital Test 

Instrument(s) (uncertainty 
estimates) 

AOD at UV-VIS-SWIR, aerosol 
optical depth  
(±0.02 or ±0.05*AOD) 

RSP, AirMSPI, HSRL, 
PACS / 
MODIS, MISR, 
POLDER 

Fly separate airborne platforms, one 
with the simulator(s), another with 
suitable radiation and in situ 
capabilities in stacked formation; or, 
fly simulator platform over AERONET 
ground-site.  

AERONET (0.01-0.02) 
AATS-14 (~0.01) 

AAOD at UV-VIS-SWIR, aerosol 
absorption optical depth  
(±0.02 for  total AOD>0.1) 

RSP, AirMSPI, HSRL, 
PACS / 
OMI 

Fly separate airborne platforms, one 
with the simulator(s), another 
platform with suitable radiation and in 
situ capabilities; the latter needs to fly 
both in stacked formation and spiral 
vertically below the simulator 
platform 

AERONET (0.01-0.02) 
AATS-14 + airborne flux 
radiometers 
TBD 

Aerosol spectral real part of the 
refractive index at UV-VIS-SWIR  
(±0.02) 

RSP, AirMSPI, HSRL, 
PACS / 
?? 

See above & permit time for profiling 
and in layers to allow in situ sampling 

Airborne size-resolved chemical 
composition (volatile, refractory, 
BC) and optical measurements 
along with RH profiles to 
calculate refractive index 
Sky-radiance inversions 

Aerosol morphology (spherical, 
irregular dust, soot clusters) 

RSP, AirMSPI, HSRL, 
PACS / 
MISR 

See above & permit time for profiling 
and in layers to allow in situ sampling 

SEM single particle imaging and 
analysis, polar nephs 

Polarized Phase matrix No analog See above & permit time for profiling 
and in layers to allow in situ sampling 

Polarized nephelometer 

Aerosol size distribution 
(resolved into bimodal, with 
modal effective radius to ±10% 
and modal effective variance to 
±50%) 

RSP, AirMSPI, HSRL, 
PACS /  
MODIS, MISR 

See above & permit time for profiling 
and in layers to allow in situ sampling 
 

Aerodynamic/Optical Particle 
Sizing & Counting + Differential 
Mobility 
Sky-radiance inversions 

Aerosol number concentration 
(±100%) 

RSP, AirMSPI, HSRL, 
PACS 

See above & permit time for profiling 
and in layers to allow in situ sampling 

See above 

Figure 10.1: Cal-val concept matrices for column-integrated quantities of the Aerosols component of the ACE 
mission. 
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Cal/Val Concept Matrix: Aerosols -2- Profile Quantities 

Quantity (uncertainty 
requirement) 

Candidate Orbital 
Instrument/ 

Currently Flying 
Analog 

Test Strategy 
Candidate Suborbital Test 

Instrument(s) (uncertainty 
estimates) 

Aerosol extinction profile, kext(z) 
at same wavelengths as HSRL  
 
(± 0.025 km-1 for a 1.5 km 
aerosol layer) 

HSRL, multi-beam lidar 
/  
CALIPSO 

Fly separate airborne platforms, one 
with the simulator(s), another 
platform with suitable radiation and in 
situ capabilities; the latter needs to fly 
both in stacked formation and spiral 
vertically below the simulator 
platform. 

Ground-based lidars AATS-14 
airborne in situ (±0.2*kext) 

Aerosol absorption profile, 
kabs(z) at HSRL wavelengths 

HSRL, HSRL+RSP or 
AirMSPI or PACS / 
None 

 Ground-based HSRL 
airborne in situ 

Vertical profile of single 
scattering albedo, ϖo (z,l) 
 
(±0.02 in 1.5 km aerosol layers 
in the free troposphere, 500 m 
resolution in the boundary 
layer) 

HSRL+RSP or AirMSPI 
or PACS / None 

See above AERONET (only for certain 
min. AOD and wavelengths) 
Airborne in situ (only for 
certain wavelengths) 
AATS-14 + airborne flux 
radiometers, TBD 

Aerosol number concentration 
profile (±100%) 

HSRL, HSRL+RSP or 
AirMSPI or PACS / 
None 

 Aerodynamic/Optical Particle 
Sizing & Counting + 
Differential Mobility 

Figure 10.1: Cal-val concept matrices for profile quantities of the Aerosols component of the ACE mission. At 
bottom: definitions for the color codes used to denote readiness to perform measurements as highlighted in the 
rightmost column.  
 
Definition of color codes 
Mature capability (calibration and validation quality) 
Some capability demonstrated, but more work needs to be done 
Little capability demonstrated, significant work to be done 

 
These color codes and readiness definitions apply to figures 10.2 and 10.3 as well.  
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3. Cloud Science Priorities 
A priority for evaluation of ACE cloud measurements will be determining how much 

information about large hydrometeors (i.e., precipitation) can be obtained from the combination 
of W-band and Ka-band radars, along with microwave and/or sub-milimeter  instruments.  
Currently, no Ka-band airborne radar is available, and this represents an important gap in the 
suite of airborne simulators for ACE instruments.  Figure 10.2 shows a list of the primary 
measurements to be made by the cloud group with associated cal/val approaches and 
instrumentation. The color-coded blocks indicate the level of readiness for ACE and point to 
areas where additional research and technology development is required. 

 
Cal/Val Concept Matrix: Clouds -1- Instrument Simulators 

Quantity (uncertainty 
requirement) 

Candidate Orbital 
Instrument/ Currently 

Flying Analog 
Test Strategy Candidate Suborbital 

Test Instrument(s) 

W-band Radar Reflectivity 
(±1dBZe) and Doppler 
Velocity (±0.1 m/s) 
(Requirements being 
defined) 

ACE W-Band /CloudSat 
for Z, Earthercare for Z 
and coarse Doppler 

A complete set of airborne simulators of the 
candidate ACE instrument suite is critically 
needed to  
1)Objectively evaluate which instrument set 
provides the best orbital science 
2)Determine the instrument characteristics, 
3)Develop operational suite of retrieval 
algorithms prior to launch 
4)Provide calibration for on-orbit instruments 
5)Contribute to ACE science goals that require 
airborne capabilities 
 
•A goal would be to eventually have the ACE 
simulator instruments all flight capable on a 
single platform such as the ER2 or equivalent 
high flying, large payload platform.  Interim 
goals would be to combine existing suborbital 
instruments on the airframes for which they 
are designed such as the Langley HSRL and JPL 
ACR on a Twin Otter. 
•The use of ground-based instruments could 
also be pursued to meet early objectives such 
as coordinated measurement campaign using 
ARM MMCR, WACR, and ground-base HSRL 
•On orbit flight strategies will be developed 
based on calibration and science objectives. 

CRS, JPL  ACR, HIAPER 
ARM WACR and other 
surface-based  and 
airborne instruments (i.e. 
JPL) 

Ka-band Radar Reflectivity 
(±1dBZe) and Doppler 
Velocity (±0.5 m/s) 
(Requirements being 
defined) 

ACE Ka-Band  No suborbital 
Instruments exists in this 
band.  
 
MMCR at the ARM sites 

Lidar backscatter (±10%) 
and extinction (±0.01 /km) 

ACE HSRL/CALIPSO 
(backscatter only), 
Earthcare (low 
sensitivity) 

CPL, Langley HSRL 
 
Wisconsin Surface HSRL 

 Microwave Tb (various 
channels between 20 GHz 
and 189 GHz)  

AMSRE AMPR 

Submm Tb   COSSIR 
Visible, SWIR, Thermal IR 
Radiance 

MODIS MAS, MASTER 

Broadband Solar and IR 
Flux 

CERES SSFR 

Angular Radiance with 
Polarization 

POLDER GISS RSP 
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Cal/Val Concept Matrix: Clouds -2- Ancillary Remote and In Situ 
Quantity (uncertainty 

requirement) 

Candidate Orbital 
Instruments/ 

Current Analog 
Test Strategy Candidate Suborbital Test 

Instrument(s) 

Radar Reflectivity and 
Doppler Velocity  

TRMM, GPM Our strategy for this class of instruments is to 
 
1.provide additional information to that which 
would be measured by ACE so that ACE 
instrument algorithms can be tested with 
algorithms that have additional information and 
should, therefore, provide better estimates of the 
physical property. 
2.Provide information that helps to validate 
algorithms by measuring cloud, precipitation, and 
aerosol properties in situ.   
3.Provide information that contributes to science 
questions relevant to ACE goals. 
 
The approach would be multi-faceted and would 
generally include 2 aircraft (remote sensing 
platform and in situ platform) and/or multiple 
aircraft combined with ground-based instruments. 
 
1.Collect in situ data coincident with suborbital 
ACE simulators that are augmented with 
additional ancillary remote sensor measurements. 
2.Collect in situ data coincident with ACE satellite 
measurements 
3.Collect ancillary remote sensor measurements 
coincident with ACE satellite measurements. 

EDOP,  APR-2, other ground-
based research radars, GSFC 
URAD, 

Lidar Backscatter and 
Extinction 

 CPL, other airborne and 
ground-based lidars (HSRL, 
Raman, and Elastic) 

Microwave Tb GPM radiometers Ground-based and airborne 
radiometry, GPM era 
radiometers 

Particle Size 
Distribution 

n/a 2DS,  CDP, HVPS, 2DC, 2DP 

Liquid and ice water 
content 

CSI, CVI, Nevzorov, CLH, etc. 

Ice crystal habit CPI 
In situ Extinction CIN, Extinction meter 
Water Vapor JPL Laser Hygrometer, 

Harvard water, etc 
Water Isotopes ICOS, HOXITOPE 
Aerosol/CCN/IN  in 
situ PSD and 
Composition 

PALMS, etc 

In situ 
thermodynamics and 
turbulence 

MMS, or equivalent 

Figure 10.2 Cal-val concept matrices for the Clouds component of the ACE mission 

4. Ocean Ecosystems Science Priorities 
ACE Ocean Ecosystems science is an evolutionary development of existing ocean color 

research, so identification of priorities is ongoing (e.g. Hooker et al. 2007). Figure 10.3 shows 
the “technology development matrix” for ACE Ocean Ecosystems – related field data (driven by 
the main science questions). In this figure, red and yellow blocks show areas where improvement 
is required in order for the collected data to answer the main science questions. Within these 
categories the following areas have the highest priority for technology development in the short 
term: 

4.1. Marine Particle Research 
One of the exciting new capabilities of the proposed ACE platform is the ability to 

combine ocean radiometric with lidar data to develop a new suite of space measurements of 
ocean particle properties. To this end we need to develop the technology of particle measurement 
in situ, including: 

A. Particle size distribution. Several measurement techniques exist for in situ and bottle-
sampled particles. Neither covers the full effective range of particle sizes, and their 
sensitivity to particle shape differs. A strategy needs to be developed for reconciling these 
measurements and relating them to optical properties of the water column that can be 
detected by ACE sensors.  

B. Particle property distribution. Parameters such as shape and refractive index vary 
between particles (particularly amongst phytoplankton). We need to develop techniques 
to assess these and relate them back to optical properties. 

C. Lidar algorithms for retrieving particle properties need to be developed and validated.  
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4.2. Productivity and flux research 
Relating global measurements of ocean color to the global carbon cycle will require a 

better understanding of our in situ measurements of productivity and surface to deep ocean 
carbon fluxes. In particular we need to develop better understanding of the capabilities of current 
technologies for measuring primary productivity and flux – uncertainty estimates and error 
budgets in particular.  

4.3. Phytoplankton community structure 
New ACE products will allow us to better assess the biological community in surface 

waters. Information on the community structure will allow us to better assess the relationship 
between primary productivity and carbon fluxes, as this is largely a function of the 
phytoplankton functional groups that are present. We need to develop a consensus on what 
proxies for phytoplankton community structure are useful and what they tell us about 
productivity and elemental fluxes. This will drive which ocean color products will be developed 
from ACE multi-sensor data, and what needs to be validated in the field. Clearly the particle size 
spectrum and the particle absorption spectrum (separated from water and CDOM absorption 
spectra) will be required. At present our ability to measure these in the field is limited by the 
capability of instrumentation. An important goal of the prelaunch period will be to improve the 
available technology.  

Cal/Val Concept Matrix: Ocean Ecosystems -1- 
Quantity (uncertainty 

requirement) 

Candidate Orbital 
Instrument or 

Suborbital Simulator 
Test Strategy 

Candidate Suborbital Test 
Instrument(s) (uncertainty 

estimates) 
Water-leaving radiances, Lw(λ), 
nLw(λ) (1%) 
 
(fundamental quantities required 
for retrieval of biogeochemical 
properties of interest) 

ORCA + atmospheric 
characterization 
(currently SeaWiFS 
and MODIS products) 

1)Vicarious calibration using 
moored sensor packages from two 
or more well-characterized sites 
2)Validation from field data during 
intensive observation periods and 
cruises of opportunity 

1)MOBY (or MOBY follow-on) 
2)In situ profiling 
spectroradiometers (BSI and 
Satlantic) 
 
(~1%, varies with wavelength) 

Aerosol extinction profile, kext(z) at 
selected wavelengths (TBA) 
(required to develop/validate 
atmospheric correction spectra) 

HSRL (as in aerosol cal/val concept 
matrix) 

Ground-based lidars AATS-14 
airborne in situ (±0.2*kext) 

Aerosol absorption profile, kabs(z) 
at selected wavelengths  (TBA) 
(required to develop/validate 
atmospheric correction spectra) 

HSRL (as in aerosol cal/val concept 
matrix) 

Ground-based HSRL 
airborne in situ 

Apparent optical properties of the 
water column [Kd(λ), Rrs (λ), 
natural chlorophyll fluorescence] 
(for photochemical / 
photobiological light availability 
and phytoplankton physiology  

ORCA-derived nLw(λ) 
(currently SeaWiFS 
and MODIS products) 

Validation from field data during 
intensive observation periods and 
cruises of opportunity 

In situ profiling 
spectroradiometers (BSI and 
Satlantic) 
 
(~1%, varies with 
measurement) 
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Cal/Val Concept Matrix: Ocean Ecosystems -2- 
Quantity (uncertainty 

requirement) 

Candidate Orbital 
Instrument or 

Suborbital Simulator 
Test Strategy 

Candidate Suborbital Test 
Instrument(s) (uncertainty 

estimates) 
Inherent optical properties of 
the water column [ap(λ), ad(λ) 
acdom(λ), bbp(λ)] (TBA) 
 
(required to derive information 
on phytoplankton functional 
groups and size spectra)  

ORCA-derived nLw(λ) 
(current SeaWiFS and 
MODIS products) 
 

Field observations from intensive 
observational programs and 
cruises/moorings  of opportunity  

WETLabs ac-x, bb-x 
HOBI-Labs HydroScat-x 
Sequoia LISST in situ,  
QFT and absorption 
spectroscopy of bottle samples 
(uncertainties currently not well 
quantified)  

Phytoplankton pigments  
(chlorophylls, carotenoids, 
phycobilins) (TBA) 
 
(required to derive information 
on phytoplankton functional 
groups and physiology) 

ORCA-derived nLw(λ) 
(current SeaWiFS and 
MODIS products and 
future ORCA products 
not yet described) 
 

Field observations from intensive 
observational programs and 
cruises/moorings  of opportunity  
 

HPLC of bottle samples 
 
(uncertainties well quantified, 
varies with pigment) 

Particle size spectrum (TBA) 
 
(required to derive information 
on phytoplankton functional 
groups and physiology) 

ORCA-derived bbp(λ) 
Lidar-derived bbp 
Lidar-derived cp 
 

Algorithm development  
Field observations from intensive 
observational programs and 
cruises/moorings  of opportunity 

Sequoia LISST,  
Coulter counter 
WETLabs ac-x, bb-x 
(uncertainties currently not well 
quantified)  
 

 
Cal/Val Concept Matrix: Ocean Ecosystemss -3- 
Quantity (uncertainty 

requirement) 

Candidate Orbital 
Instrument or 

Suborbital Simulator 
Test Strategy 

Candidate Suborbital Test 
Instrument(s) 

(uncertainty estimates) 
Phytoplankton 
functional types (TBA) 

“Level 4” derived 
product from pigments, 
size spectrum, IOPs 

Consensus definitions for parameters 
Algorithm development  
Instrument / methodology development 
Field observations from intensive observational 
programs and cruises/moorings  of opportunity 

Microscopic observation, 
flow cytometer, HPLC 
 
(uncertainties currently not 
well quantified)  

Phytoplankton carbon 
content and 
carbon:chlorophyll 
ratio 

“Level 4” derived 
product from pigments, 
size spectrum, IOPs 

Algorithm development  
Instrument / methodology development 
Field observations from intensive observational 
programs and cruises/moorings  of opportunity 

Flow cytometer and cell 
sorter, CHN analyzer 
 
(uncertainties currently not 
well quantified 

Phytoplankton 
photosynthetic 
physiology (response 
to nutrient stress) 

“Level 4” derived 
product from pigments, 
size spectrum, IOPs, 
fluorescence line height 

Consensus definitions for parameters 
Algorithm development  
Instrument / methodology development 
Field observations from intensive observational 
programs and cruises/moorings  of opportunity 

Fv/Fm in vivo fluorometer 
 
(uncertainties currently not 
well quantified 

Figure 10.3 Basic cal-val concept matrix for the ocean ecosystems element of the ACE mission.  
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ACRONYMS 
AATS  Ames Airborne Tracking Sunphotometer(s) 

ACE-SVEX ACE-Science and Validation Experiment 

ACE-VEX  ACE-Validation Experiment 

ACI Aerosol-Cloud-Interaction 

ADM Angular Distribution Model 

AERONET Aerosol Robotic Network 

AIRS Atmospheric Infrared Sounder 

ALDEX Algorithm Development Experiment 

AOD Aerosol Optical Depth 

ARCTAS Arctic Research of the Composition of the Troposphere from Aircraft and 
Satellites 

ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer 

AVHRR Advanced Very High Resolution Radiometer 

Cal-Val Calibration-Validation 

CALIOP Cloud-Aerosol LIdar with Orthogonal Polarization 

CALIPSO Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations 

CCN Cloud Condensation Nuclei 

CCSP Climate Change Science Program 

CDOM Colored Dissolved Organic Material 

CERES Clouds and the Earth’s Radiant Energy System 

CLAMS Chesapeake Lighthouse & Aircraft Measurements for Satellites 

DIAL Differential Absorption Lidar 

EOS Earth Observation System 
EPA 
ERBE 

Environmental Protection Agency 
Earth Radiation Budget Experiment 

ESE Earth Science Enterprise 

EVE Extended-MODIS-λ Validation Experiment 

FMF Fine Mode Fraction 

GLAS Geoscience Laser Altimeter System 

GOES Geostationary Operational Environmental Satellites 
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IIR Imaging Infrared Radiometer 

INDOEX Indian Ocean Experiment 

INTEX-A,B Intercontinental Chemical Transport Experiment- Phase A,B 

IOP Intensive Observation Period 

ITCT Intercontinental Transport and Chemical Transformation 

MACPEX Mid-Latitude Airborne Cirrus Properties Experiment 

MISR Multi-Angle Imaging Spectroradiometer 

MODIS Moderate-resolution Imaging Spectroradiometer 

MPLNET Micro Pulse Lidar Network 

NPOESS National Polar-orbiting Operational Environmental Satellite System 

NPP NPOESS Preparatory Project 

OMI Ozone Monitoring Instrument 

PAC3E Pacific Atmospheric Composition, Cloud, and Climate Experiment 

PARASOL Polarization and Anisotropy of Reflectances for Atmospheric Sciences coupled 
with Observations from a Lidar 

PM(2.5,10) Particulate Matter (2.5,10) 

PoDEX Polarimeter Definition Experiment 

POLDER Polarization and Directionality of the Earth’s Reflectances 

PRiDE Puerto Rico Dust Experiment 

RSP Research Scanning Polarimeter 

RH Relative Humidity 

RTM Radiative Transfer Model 

SAFARI-2000 Southern African Regional Science Initiative-2000 

SeaWiFS Sea-viewing Wide-Field-of-view Spectroradiometer 

SMA Suborbital Measurement Activities 

SSA Single Scattering Albedo 

SSF Single Scanner Footprint 

SST Sea Surface Temperature 

SZA Solar Zenith Angle 

TARFOX Tropospheric Aerosol Radiative Forcing Observational Experiment 
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TC4 Tropical Composition, Cloud and Climate Coupling 

TOA Top Of Atmosphere 

TOMS  Total Ozone Mapping Spectrometer 

TRL Technical Readiness Level 

UV Ultraviolet 

UW University of Washington 
  

UTC Universal Time Coordinated 

WFC Wide-Field Camera 

VIIRS Visible/Infrared Imager/Radiometer Suite 
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